


 
 

Theoretical Investigations on Mixed-
valence Transition-metal Oxides 

 
 
 

by 
RAVINDRAN VIDYA 

 
Dissertation presented for the degree of Doctor Scientiarum 

2005 
 
 

 
 
 
 

Department of Physics 
Faculty of Mathematics and Natural Sciences 

University of Oslo 
Norway 



To my Family

What we have learned is a handful
of sand.
What we have yet to learn is the
whole world.

- Tamil poetess Avvaiyar
(ca. 200 B.C.)



Preface

If I have been able to see farther than others it is
because I stood on the shoulders of giants.

Sir Isaac Newton

Iam truly honored to submit my thesis for the degree of Dr. Scient. at the Department of
Physics, Faculty of Mathematics and Natural Sciences, University of Oslo. This thesis is
a fruit of four years of dedicated research. It would not have been made possible or had

not taken the shape it has now, without the help and support of many people. I feel this is
the right time and place to pay my tribute for these contributions.

First of all, I wish to express my sincere thanks to Prof. Leif Veseth for accepting me as
his Ph.D student. Even though I have registered my doctor project at the Department of
Physics, the actual research work has been carried out at the Department of Chemistry un-
der the daily guidance of Prof. Helmer Fjellvåg, Prof. Arne Kjekshus, and Dr. P. Ravindran.
I render my sincere gratitude to Helmer for his many insightful discussions, showing keen
interest in my works, and providing me the necessary infrastructure facilities. I am most
indebted to Arne for many scientific discussions (especially enlightening me on magnetism
among many other subjects), his skilful guidance, and caring enquiries on the progress of
the project. I am ever grateful to Arne for being patient and devoting his valuable time in
improving the quality of the manuscripts (in fact, toward the end I flooded him with too
many manuscripts in too short a time). I am truly privileged to sit beside a living “ency-
clopedia", Dr. P. Ravindran who formulated the main-stream project, giving new ideas and
directions to move ahead in addition to providing computational tools from his treasury.
The letter “P" in his name must certainly stand for perseverance, who taught me that perse-
verance and determination are most important in life. I kindly acknowledge him for actively
participating in discussions and continuously motivating me to use different tools to bring
out the real truth and thereby understand the underlying physics.

I also extend my warm thanks to Dr. P. Vajeeston for fruitful colloboration and many
helps with the PC. I wish to gratefully acknowledge Professors O.K Anderson, O. Jepsen,
J.M. Wills, and O. Eriksson, for allowing me to use their computational codes. I wish to
thank Prof. P. Blaha, Prof. G. Kresse, Prof. Bjørn Hauback, Dr. Pavel Korzhavyi, Dr. Karel



Knizek, Dr. Smagul Zh. Karazhanov, Dr. Anna Delin, Dr. Alexei Grechnev, Laila Offernes,
Ole Bjørn Karlsen, and Arne Klaveness for useful communications.

I kindly acknowledge the Research Council of Norway (NFR) and the Department of
Physics for providing me the financial support. The project has been successfully carried out
using the Norwegian Supercomputer facilities (NOTUR). I express sincere thanks to NFR for
providing the supercomputer time and the staff at NOTUR consortium for their support. I
also acknowledge the computer supports provided by our friends at local edb@kjemi and
USIT. I take this opportunity to thank all my friends in “Seksjon A" for providing a pleasant
working environment.

Next my greatest gratitude goes to my parents and brother who are always there to
share my pleasure and pain. I should admit that without their constant support and

encouragement, this could not have been made possible. I extend my warm thanks to all my
relatives and friends (here in Oslo and elsewhere) who through their loving calls from miles
away enquired my progress and encouraged me. I also take this opportunity to thank all
my school, college, and university teachers who have sown in me a keen interest for science
which actually has taken me thus far in life.

Last but certainly not the least, I am ever grateful to my husband Ravi for his patience
and understanding. I wish to appreciate the love of my two year old son Vighnesh, who
with his pure innocent smiles refreshes my mind and recharges my brain. I owe a lot to both
of you.

I thank one and all and wish the readers a happy reading.

University of Oslo, November 2005

Vidya



CONTENTS

Preface 5

Part I 7

1 Introduction 11
1.1 Materials Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Computational Materials Science . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.1 Density-functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3.1 Spin, charge, and orbital Ordering . . . . . . . . . . . . . . . . . . . . . 14

2 Theoretical Background − Many-body Problem 17
2.1 The Hartree approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Hartree−Fock approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Density-functional theory (DFT) . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Theorem 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Spin-polarized systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Exchange-correlation energy . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Generalized-gradient approximation . . . . . . . . . . . . . . . . . . . 23

2.5 Limitations of density-functional theory . . . . . . . . . . . . . . . . . . . . . . 24

3 Computational Techniques 27
3.1 Periodicity and crystal symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Electronic structure methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 The LMTO method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Muffin-tin orbitals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

7



CONTENTS

3.3.2 The LMTO − atomic sphere approximation method . . . . . . . . . . . 32
3.4 Full potential methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4.1 The full potential LMTO method . . . . . . . . . . . . . . . . . . . . . . 34
3.4.2 The basis set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.3 The LMTO matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Full potential LAPW method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5.1 The LAPW basis and its properties . . . . . . . . . . . . . . . . . . . . . 38

3.6 Pseudopotential Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.7 The projected augmented wave (PAW) method . . . . . . . . . . . . . . . . . . 41

3.7.1 Charge density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7.2 Total energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.8 Brillouin zone integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.8.1 Special points method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.8.2 Tetrahedron method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4 Ground-state Properties and their Analyses 47
4.1 Structural stability and Phase transitions . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Electronic Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2.1 Classification of materials . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.2 Density of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3 Bonding Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 Types of bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.2 Partial density of states . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.3 Crystal-orbital-Hamiltonian-population (COHP) plot . . . . . . . . . . 54
4.3.4 Charge-density plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.5 Charge-transfer plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.6 Electron-localization function . . . . . . . . . . . . . . . . . . . . . . . . 57

5 Excited-state Properties 59
5.1 Excitations in Density-Functional Theory . . . . . . . . . . . . . . . . . . . . . 59
5.2 Definition of the Conductivity Tensor . . . . . . . . . . . . . . . . . . . . . . . 60

5.2.1 Symmetry considerations . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.3 Indirect interband and intraband contributions . . . . . . . . . . . . . . 63

5.3 Extracts of theory of optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.1 Index of refraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.2 Reflectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.3 Absorption coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.4 Energy loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.4 A note on spin-orbit coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.5 Calculation of Magneto-Optical Properties . . . . . . . . . . . . . . . . . . . . 66

5.5.1 Magneto-optical figure-of-merit . . . . . . . . . . . . . . . . . . . . . . 68

8



CONTENTS

5.6 Calculation of XANES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6 Magnetism and Spin Ordering 71
6.1 Magnetic classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Types of antiferromagnetic spin ordering . . . . . . . . . . . . . . . . . . . . . 74
6.3 Exchange interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.3.1 Double-exchange interaction . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.2 Super-exchange interaction . . . . . . . . . . . . . . . . . . . . . . . . . 77

7 Charge and Orbital Ordering 79
7.1 Mixed-valence transition-metal oxides . . . . . . . . . . . . . . . . . . . . . . . 79

7.1.1 Determination of valence states . . . . . . . . . . . . . . . . . . . . . . . 80
7.1.2 Effects of crystal-field . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.2 Influence of structure on ordering phenomena . . . . . . . . . . . . . . . . . . 81
7.2.1 Effects of Jahn-Teller distortion . . . . . . . . . . . . . . . . . . . . . . . 83

7.3 Orbital Ordering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.3.1 An example−LaMnO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.4 Charge ordering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.4.1 Types of charge and orbital ordering . . . . . . . . . . . . . . . . . . . . 86

7.5 Charge and orbital ordering in oxygen-deficient double perovskites . . . . . . 88

8 Summing Up and Looking Ahead 91
8.1 Scientific highlights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
8.2 General Inferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8.3 Next step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Bibliography 97

Part II 103

List of publications 105

Appendix 107

9



CONTENTS

10



CHAPTER 1

Introduction

Knowledge advances by steps and not by leaps.
Lord Macaulay

1.1 Materials Science

An important and widely acclaimed feature of materials science has been the recognition
of the fundamental similarities underlying the structures, phenomena, and properties of
a wide variety of interesting and technologically important materials. This has led to an
unusually large degree of cross-fertilization of ideas and approaches among several different
traditional scientific and engineering fields.

Not only all properties and qualities of matter but also all fields of human concern are
involved in the interaction between the macro- and microscopic levels of the atomic archi-
tecture. To the age-old question: “which comes first, the chicken or the egg?", a probable
response of a materials scientist would be: “neither”. In material science there is a syner-
gism between what exists and what needs to exist. Materials are mostly designed with a
particular application in mind.1

Owing to the capacity of man for immediate aesthetic interaction with materials, quite
subtle materials were discovered very early. It began simply with the collection of beau-
tiful natural objects and the discovery that heating and mixing changed their qualities to
yield materials that could be used for more than “mere” enjoyment. This aesthetic involve-
ment spurred continual search, and quite advanced materials technology were developed
long before mechanical technology. Until about 1800 AD knowledge of materials and the
practical control of their composition and properties to achieve a desired result were more
advanced in the Far Eastern than in Western cultures [1]. One may venture a guess that this
was because Eastern culture put slightly greater emphasis upon an aesthetic approach to the

1Indeed some new materials, such as nylon, the first polymer, were discovered simply by chance.



CHAPTER 1. INTRODUCTION

world rather than a logical advance.
It has long been recognized that ingenious developments of materials coincide with im-

portant stages in the development of civilizations. The current efflorescence of materials
science and engineering is certainly coincident with great social changes. Materials were
handled in accordance with their nature that has been learned sensitively, but theoretical
understanding of the reasons for their properties developed slowly and had little or no ef-
fect on the practice until the last century [1]. For a long period of time structure-sensitive
properties other than magnetism were invisible to physicists, and it was mainly practical
artisans and a few more theoretically inclined chemists and metallurgists who kept alive
knowledge of real solids and slowly accumulated facts that eventually forced the birth of
the new physics of solids.

1.2 Computational Materials Science

Medieval alchemists dreamed of transmuting common base metals into gold, but such
miraculous conversions proved impossible, of course. One of the most promising develop-
ments in materials research − computational materials science − is sometimes referred as
“computational alchemy” Today, thanks to discoveries in the fields of computational physics
and computational chemistry, researchers are making startling progress in understanding
and manipulating matter at the atomic and molecular level. This has been fueled by the
increasing performance of state-of-the-art supercomputers and high performance worksta-
tions. Researchers in this field have acquired enough confidence in their arsenal of compu-
tational methods in order to make bold predictions that have run ahead of experiments or
in some cases, even corrected them.

The opportunities for computational research are as broad as they are deep. All kinds of
materials are dealt with, without any restriction. Ultimately, we hope that new understand-
ing of all of these materials will be transferred to making new materials with properties that
mankind can use. Because of the detailed perspective they offer into the behavior of atoms
and electrons, we can often significantly enhance and deepen our understanding of how
materials function. This approach of using only knowledge of the composition of a material
to predict properties is often referred to as first-principles or ab-initio calculation. An obvi-
ous advantage of successful first-principles methods is that, since no experimental input is
needed, the behavior of a material can be predicted even before it is synthesized. With the
increasing capabilities of first-principles methods, some researchers have started to think
about computer-based design of new materials. In principle, this should be possible, be-
cause all the properties of a material are determined by the constituent atoms and the basic
laws of physics. Hence, when material scientists attempt to design new materials, they can
quickly focus on promising systems.

Moreover, computational experiments have the advantage over real experiments that
one has full control over almost all the experimental variables. This level of control makes it
possible to design experiments that are optimized to understand the influence of a specific

12
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variable. As these calculations are not limited to physically realizable states of a material,
they can be used to conduct “what-if” experiments. In a calculation it is reasonably simple to
change the crystal structure, move or substitute an atom, change the applied pressure, make
arbitrary deformations, and so forth, and then to evaluate the effect of these modifications
on the properties of interest.

1.2.1 Density-functional theory

Since the beginning of quantum mechanics in the 1920’s, one of the most spectacular ad-
vances in physics is perhaps the formulation of the density-functional theory (DFT) which
enables one to handle many-electron systems with ease. It was constructed by Hohenberg
and Kohn [2] in the 1960’s, for which Kohn was awarded the Nobel Prize in chemistry 1998.
Since its introduction DFT has evolved into a powerful tool that is widely used in con-
densed matter theory and computational materials science for the calculation of electronic,
magnetic, and structural properties of solids.

First-principles simulations using DFT have proved to be a reliable and computationally
tractable tool in condensed matter physics. These simulations have now impacted virtually
every area of this broad field. Along with the advances in computing technology that have
occurred during the last decade, there have been important algorithmic improvements, and
for certain classes of materials it is now feasible to simulate systems containing 100 or more
atoms in a unit cell. This opens the door for the direct application of these techniques to
study a substantial amount of real materials problems. This method has been remarkably
successful in reproducing, explaining, and in some cases predicting a wide variety of ma-
terials phenomena. Specific examples range from early predictions of phase transitions in
silicon under pressure [3] to determination of stable and metastable adsorption geometries
on metal surfaces [4], as well as many successes in understanding magnetic materials.

The fundamental concept of DFT is that all the ground-state properties of a material are
completely determined by the electron charge density ρ(r) − the real space distribution of
electrons around the atoms. The contribution of DFT to the science of multi-particle quan-
tum systems (such as molecules and condensed matter) is two-fold. The first contribution is
one of understanding; since the inception of quantum mechanics theoreticians were used to
think in terms of single-particle orbitals, but when high accuracy is required, the number of
Slater determinants increases so much that the comprehension becomes difficult. However,
the approach of DFT is different, it focusses on the real three-dimensional space using the
electron density ρ(r), a tangible and easily understood entity. The second contribution of
DFT is of practical nature. In the conventional quantum mechanics, the handling of systems
with many particles (N more than 10-20) becomes cumbersome, since the number of Slater
determinants are intractable and hence impossible to handle in practical calculations. As
DFT uses ρ(r), it allows for handling of fairly large systems (N ≈ 100−1000), with compu-
tational efforts that rise much more moderately with the increasing number of atoms.

13
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1.3 Thesis outline

The scientific world is broadly divided into basic (or fundamental) research and applied
research. For materials scientists involved in basic research, the goal is most often to deter-
mine why certain kinds of materials have a particular set of properties. Sometimes predic-
tions of materials properties are made even before the materials themselves are synthesized.

On the other hand, applied research involves fashioning materials for real-life applica-
tions. It involves knowledge about the conditions under which a material will be used and
identifying candidate materials for this purpose. There is always a real need for better ma-
terials − the issue is how much better they have to be and at what cost. An applied scientist,
with a particular application in mind, will scour lists of known materials looking for one
that meets the expected needs. If existing materials are unsuitable, the applied and basic
scientist must work together to develop new materials. This synergism between what is
available and what needs to be developed reflects the important and complementary roles
of the basic and applied sciences in the materials field.

This thesis is intended to appeal to both fundamental and applied researchers. The prob-
lems have been carefully selected so that, our computational efforts will attempt to answer
some of the most fundamental questions relating to technologically-significant materials.
Exploring their properties is expected to lead to more understanding and hence to new ma-
terials. We believe that with a fundamental understanding at the electronic level of a system
comes, a basic scientific appeal and a more complete control over the properties and mech-
anisms governing any system. This understanding gives the power of prediction which is
perhaps the ultimate goal of all sciences.

The thesis presented here deals with theoretical calculations of properties like phase sta-
bility, electronic structure, magnetic properties, ordering phenomena such as spin, charge,
and orbital ordering, and excited-state properties for perovskite-like and complex oxides.
The objective of the study has been of a threefold nature: First, to gain further knowledge
on a fundamental scientific level of the properties of matter and how these are governed by
the electronic structure. Second, to demonstrate the versatility and increased applicability
of theoretical calculations as complement to experiments. Third the last, but not the least,
objective has been to answer some of the most intricate questions concerned with mixed-
valence oxides.

1.3.1 Spin, charge, and orbital Ordering

The past few years have seen a flurry of activities in the study of magnetic materials,
which previously had an image of "musty physics laboratories peopled by old codgers with
iron filings under their fingernails" [5]. In particular, advances in atomic- and nanoscale
growth and characterization techniques have led to the production of modern magnetic ma-
terials that reveal a range of fascinating phenomena. These phenomena derive from the
fact that electrons have spin as well as charge, giving an extra level of complexity to the
physics and an extra degree of freedom in device design. Today, the science and technology

14
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of magnetism have undergone a renaissance, driven both by the urge to understand the new
physics, and by demand from industry for better materials. The potential impact on society
of the recent advances in magnetic materials is extensive and evidenced by the dramatic en-
hancement in data-storage density. The discoveries of colossal magnetoresistance (CMR) or
[giant magnetoresistance (GMR)] materials, in which magnetic fields cause orders of mag-
nitude changes in conductivity have been particularly significant. Sensors, read heads, and
memories based on GMR are already commercially available in the market.

In addition to the salient property of magnetoresistance, the CMR (GMR) materials also
possess exotic properties such as charge and orbital ordering. Charge ordering is the order-
ing of valence electrons in a particular fashion below a characteristic transition temperature
(Tco). In the canonical picture of magnetic insulators known since the 1950’s, the electrons
occupy fixed atomic orbitals, and the magnitude and sign of the magnetic interaction be-
tween neighboring electron spins depend on the relative orientation of the orbitals in which
the spin density resides. Orbital order (the fixed pattern of orbital occupations at every
atomic site) is usually either built into the crystal structure or changes only at temperatures
much exceeding the magnetic ordering temperature (TC). One of the main objectives of this
project has been to gain understanding of such ordering phenomena. The basic requirement
for charge ordering to take place is the presence of an element (usually a transition-metal
constituent) in different valence states. Even though a lot of attention has been paid to
mixed-valence manganese oxides, it should be noted that the orbital physics is universal
in transition-metal oxides. Hence we have attempted to analyze compounds (particularly
perovskite-like and complex oxides) containing mixed-valence transition-metal constituents
such as Cr, Mn, Fe, and Co. We believe that a basic understanding of mixed valence and
hence charge and orbital ordering will provide new understanding and in turn new materi-
als.

The thesis has been disposed of as three main segments. The first part should appeal to
readers with a general background and broad-line interests. The second part deals with in-
troductions to the theoretical background and the topics covered in the present project. The
third part is more detailed and intended to give a thorough analysis of the results obtained
from the theoretical studies. This part is further complemented by direct access to the arti-
cles and publications themselves together with relevant references. In all segments, the aim
is to spark the basic curiosity of the readers and make them dwell deeper with the science.

15
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CHAPTER 2

Theoretical Background − Many-body Problem

Make things as simple as possible, but not simpler.
Albert Einstein

Condensed matter physics and materials science are concerned with the fundamental
understanding and exploitation of properties of systems with interacting electrons
and atomic nuclei. The electrons and nuclei that compose a given material consti-

tute a strongly interacting many-body system. The properties of matter are governed by
the behavior of the almost mass-less electrons that move around the much heavier nuclei.
This has been well known since the early days of quantum mechanics. With this comes the
recognition that, at least in principle, almost all properties of materials can be addressed
given suitable computational tools. In order to describe real matter, we need to device the-
oretical tools that are capable of dealing with the interactions between a very large number
of particles, typically of the order of moles, i.e., 1023 particles; which is a Herculean task to
exploit indeed. Hence we need to resort to approximations and simplifications.

The Schrödinger equation is the basic tool to study the properties of a given material.
The time-independent Schrödinger equation has the operator form [6]

Hψ = Eψ (2.1)

where H is the Hamiltonian operator, E is energy, and ψ is the wave function. Eq. 2.1 can be
exactly solved in the case of one nucleus and one electron, viz. for hydrogen and hydrogen-
like systems. However, a more realistic situation comprises a many-particle wave function
ψ(r1, r2, ..ri, ..rN ), where ri denotes the position of particle i. The 1023 ingredients of a typical
solid make the problem complicated. The Hamiltonian for the whole bulk system is

H = − h̄

2

∑
k

∇2

Mk
+

1
2

∑
k �=l

ZkZl

|Rk − Rl|
− h̄2

2m

∑
i

∇2
i +

1
2

∑
i�=j

e2

|ri − rj|
−

∑
i,k

Zk

|ri − Rk|
. (2.2)
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In this Hamiltonian h̄ (= h/2π, h is the Planck constant), m and rk denote the electron
mass and the respective coordinates, Mk and Rk nuclear masses and the respective coordi-
nates, and Z is the charge of the constituent nuclei. The indices i and j number the electrons
and k and l the nuclei. The first term in Eq. 2.2 denotes the kinetic energy of the nuclei, the
second term the Coulomb energy between the nuclei, the third term the kinetic energy of the
electrons, the fourth term the interaction among the electrons, and the last term denotes the
electrostatic interaction between the electrons and the nuclei [which can be regarded as an
external potential (Vext) acting upon the electrons]. The motions of the nuclei, notably orig-
inating from lattice vibrations, in most materials is on a much larger time scale than typical
electronic scale, so that the electrons may be considered to be in their instantaneous ground
state as the nuclei move. Hence, in this so-called "Born-Oppenheimer" approximation, the
nuclei are considered to be stationary, and Eq. 2.2 has to be solved for the electrons around
these stationary nuclei. This allows us to remove the first term in Eq. 2.2. The second term
is only a constant (since the nuclear positions are known), and is not to be considered until
we actually calculate the total energy. Now, the total energy Hamiltonian can be expressed
as

H = −
∑

i

∇2
i +

∑
i�=j

1
|ri − rj|

−
∑
i,k

2Zk

|ri − Rk|
. (2.3)

Here we have also introduced the Rydberg atomic units, i.e., e2 = 2, h̄ = 1, and m = 1
2 . In

order to solve the Schrödinger equation for all the interacting electrons, we have to solve a
system of around 1023 simultaneous differential equations. Such a calculation is beyond the
capabilities of present-day computers, and is likely to remain so for the foreseeable future.

2.1 The Hartree approximation

The Hartree approximation provides a way to simplify Eq. 2.2 so that it can be solved
somewhat easily. In Eq. 2.2, the potential experienced by an electron depends on the po-
sitions of the other electrons. However, this potential can be approximated by an average
single-particle potential called the Hartree potential which is not coupled to the individ-
ual motions of all the other electrons, but depends simply upon the time-averaged electron
distribution of the system. It is given by

Vd(ri) = e2
∑
j �=i

nj
|ψj(rj)|2
|ri − rj|

, (2.4)

where nj are the orbital occupation numbers and ψj(rj) is a single-particle wave function,
i.e., a solution to the one-particle wave-equation:

[
− h̄2

2m
∇2 + Vext + Vd(ri)

]
ψi(ri) = εiψi(ri) (2.5)
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2.2. HARTREE−FOCK APPROXIMATION

Thus, the set of equations now becomes separable. However, the equations are still
non-linear and have to be solved self consistently by iteration. Even though the Hartree
approximation allows one to calculate the approximate single-particle wavefunctions for
the electrons in solids, it has a few drawbacks.

According to the Pauli-exclusion principle, two electrons can not exist at the same point
in space with the same set of quantum numbers. However, the wave function in Hartree
theory

Ψ(r1σ1, r2σ2, ..., rNσN ) =
N∏
i

ψi(ri, σi) (2.6)

is not antisymmetric for interchange of electron coordinates and accordingly does not follow
the Pauli-exclusion principle. Moreover, the Hartree approximation fails to describe how an
electron is affected by the configuration of the N−1 other electrons. These defects have been
rectified by the Hartree−Fock theory.

2.2 Hartree−Fock approximation

Already in 1930 Fock pointed out that, any approximation to the true wave function
should explicitly include spin and should be antisymmetric to interchange of electrons.
Hence, instead of the "simple" spatial orbitals, one must use spin orbitals and moreover
take into account antisymmetric linear combinations of products of spin orbitals. We assert
that a solution of Eq. 1 is given by any state Ψ that makes the following quantity stationary:

E =
(Ψ,HΨ)

Ψ,Ψ
(2.7)

According to the variational principle [7], the normalized expectation value of energy is
minimized by the ground-state wave function Ψ.

A better description is to replace the wave function in Eq. 2.6 by a Slater determinant of
one-electron wave functions

Ψ(r1σ1, r2σ2, . . . , rNσN ) =
1√
N !

∣∣∣∣∣∣∣∣∣

Ψ1(r1σ1) Ψ1(r2σ2) . . . Ψ1(rNσN )
Ψ2(r2σ2) Ψ2(r2σ2) . . . Ψ2(rNσN )

...
...

. . .
...

ΨN (rNσN ) ΨN (rNσN ) . . . ΨN (rNσN )

∣∣∣∣∣∣∣∣∣
. (2.8)

This is a linear combination of products of the form given by Eq. 2.6 and all correspond-
ing products are obtained by permutation of riσi among themselves. The Hartree−Fock
equation which follows from energy-minimization is given by:

[
− h̄2

2m
∇2 + Vext + Vd(ri)

]
ψi(ri) −

∑
j

∫
d′

e2

|r − r′|ψ
�
j (r

′)ψi(r′)ψj(r)δsisj = εiψi(ri) (2.9)
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Hence, in addition to the Hartree potential, another potential called the exchange potential
(the last term on the left hand side of Eq. 2.9) operates only between electrons with the
same spin. In addition, there should also be a correlation interaction (resulting from simple
electrostatic interaction between the electrons), which is not included here. Consequently,
the correlation energy can be described as the difference between the exact energy for the
system and the Hartree−Fock energy.

2.3 Density-functional theory (DFT)

Since the ground-state electronic structure is the most important quantity in determin-
ing the material properties, we need a robust and very accurate method to describe the
electronic structure. It is well known that the properties of matter are governed by the elec-
trons surrounding the atomic nuclei and interactions between them. Hence, if one could
get hold of the real space distribution of these electrons [viz. the electron charge density
ρ(r)] then almost all physical properties can be predicted. The objective of the electronic
structure calculations is to obtain the electron density. The most important milestone of
modern day quantum mechanics is the development of DFT [8]. By far, the most accurate
"first-principles" quantitative calculation of ρ(r) is based on DFT which is able to distinguish
small energy differences between very different phases of a given material. DFT is so suc-
cessful that it has now become one of the most widely used modern theories to understand
the properties of matter.

Hohenberg and Kohn suggested in 1964 that the many-electron wavefunction is a too
complicated entity to deal with as a fundamental variable in a variational approach. Hence,
in their density-functional formalism which is based on two theorems first introduced by
Hohenberg and Kohn [2] and later extended by Kohn and Sham [9], they suggested a differ-
ent quantity.

2.3.1 Theorem 1

For an interacting system of electrons in an external potential, Vext(r), there exists a uni-
versal functional of the charge density, F [ρ(r)], independent of Vext(r), that provides the
electronic energy:

E =
∫

Vext(r)ρ(r)dr + F [ρ(r)]. (2.10)

2.3.2 Theorem 2

The functional F [ρ(r)] obtains its minimum value (viz. the ground-state energy) for the
actual electron-charge density of the system [2].

The electron-charge density can be obtained from the solution of an associated single-
particle problem, whose effective single-particle potential Veff [r, ρ(r)], is the sum of the ex-
ternal potential, and a unique functional of ρ as given below. As a consequence, the calcu-
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lation of the energy in terms of ρ(r) is reduced to the self-consistent solution of a system of
coupled, non-linear, one-electron-like Schrödinger equations:[

−1
2
∇2 + Vext(r) +

∫
ρ(r′)
|r− r′|dr

′ +
δExc[ρ]
δρ(r)

]
φi(r) = εiφi(r), (2.11)

The so-called Kohn-Sham (KS) wavefunctions, φi, are single-particle eigenfunctions that
are strictly meaningful only for determining ρ(r). The KS eigenvalue εi, which is the deriva-
tive of the total energy with respect to the occupation of state i, is used in determining
which one-electron states are occupied: states are filled from the lower eigenvalues to the
higher, without regard to the spin parameter. The eigenvalues are not strictly related to
single-particle excitation energies, although further theoretical considerations can explain
why KS-band structures become a useful tool in the interpretation of spectroscopic (espe-
cially photoemission) data.

For an arbitrary electron-charge density there is no simple explicit expression for the
exchange correlation energy Exc. The widely used local-density approximation (LDA) is
a simple approach, exact within the limit of a homogeneous electron density, and leads to
remarkably accurate results for many classes of materials. Within the LDA, Exc is written as

Exc(ρ) =
∫

ρ(r)Exc[ρ(r)]dr, (2.12)

where Exc(ρ) is the exchange-correlation energy of a uniform interacting electron gas of
density ρ. The use of LDA is strictly speaking, justified only if ρ(r) is a slowly varying
function, and a number of extensions exist which give improved accuracy for systems with
more localized electrons.

2.4 Spin-polarized systems

In the generalization of DFT to spin-polarized systems, the charge density ρ(r) is decom-
posed into the two spin densities (ρ↑ and ρ↓) as

ρ(r) = ρ↑(r) + ρ↓(r) (2.13)

The Hohenberg-Kohn theorem in this case postulates that the ground-state total energy is a
functional of the spin densities.

E = E[ρ↑, ρ↓] (2.14)

The total energy consists of terms like those for the non-spin-polarized case. The Coulomb
terms remain functionals of the total energy, but Es (viz. single-particle kinetic energy) and
Exc become functionals of the two spin densities. There are separate sets of KS orbitals for
the two spin components, and two sets of single-particle equations need to be solved to ob-
tain them. The variational principle is invoked to generate the spin-polarized KS equations
of spin-density-functional theory.

(T + Vei(r) + VH(r))φiσ(r) = εiαφiσ(r) (2.15)
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where σ is the spin index and the density is given by a sum over the occupied orbitals.

ρσ(r) =
∑
occ

φ�
iσ(r)φiσ(r) (2.16)

and the highest occupied orbital is determined by the electron count. Vxc is the only term in
the single-particle Hamiltonian that is explicitly spin dependent.

Vxc,σ =
δExc[ρ↑, ρ↓]

δρσ(r)
(2.17)

The total-energy expression then becomes,

E = Eii +
∑
occ

ε + Exc[ρ↑, ρ↓] −
1
2

∫
d3rVH(r)ρ(r) − d3r(ρ↑(r)Vxc,↑(r) + ρ↓(r)Vxc,↓) (2.18)

These equations are to be solved self-consistently as in the non-spin-polarized case. In the
above expression, Eii is the electron-electron interaction energy and Exc is a functional of
the two spin densities. Exc favors spin-polarized solutions and Ts opposes such an out-
come. A balance between these two terms determines whether a material is magnetic or not
(neglecting diamagnetism).

Because of the additional degrees of freedom contained in the spin-density case, spin-
polarized KS equations often have multiple self-consistent solutions, corresponding to dif-
ferent stable spin configurations. Hence, in order to determine the real ground state (cor-
responding to the lowest energy), all possible spin configurations should be considered in
the calculations. Moreover, the dimension of the matrix corresponding to the Hamiltonian
operator for a magnetic system will be twice the dimension of the matrix representing the
non-magnetic system. The upper left quarter of the matrix represents one spin channel and
the lower right quarter of the matrix represents the other spin channel. The off-diagonal ele-
ments correspond to hybridization between different spins and/or rotated spin coordinates.

2.4.1 Exchange-correlation energy

The exchange potential for a system of variable density can be approximated by a term
[ρ(r)]1/3, where ρ(r) represents the local density. This [ρ(r)]1/3 dependence is a consequence
of the exchange (Fermi) hole. The Fermi hole is a region surrounding each electron in which
the probability of finding another electron with the same spin is small. In other words, this
hole is the region near an electron which is avoided by electrons with the same spin. Modern
DFT approximates the full non-local exchange with a term based on the local density, hence
called the local density approximation (LDA). The exchange-correlation term is to some extent
approximated in the current theoretical framework. Since the electrons interact with each
other, they correlate their motion so that they tend to avoid each other.

The correlation (Coulomb) hole is the region surrounding each electron in an atom in which
the probability of finding another electron is small. An electron at r reduces the probability
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2.4. SPIN-POLARIZED SYSTEMS

of finding another electron at a nearby position r′, and every electron is surrounded by
a hole in the electron density of equal and opposite charge [10]. In the local spin density
approximation (LSDA) the exchange-correlation energy is written as

ELDA
xc =

∫
drρ(r)εxc[ρ↑(r), ρ↓(r)], (2.19)

where εxc is the exchange-correlation energy per particle in a homogeneous spin-polarized
electron gas. We can also describe an exact term for the exchange-correlation energy using
exchange-correlation holes [10]:

Exc =
1
2

∫
d(r)ρ(r)

∫
dr′

1
|r′ − r|ρxc(r, r′ − r), (2.20)

where ρxc(r, r′ − r) is the exchange correlation hole which obeys the sum rule (total charge
equals to −1): ∫

dr′ρxc(r, r′ − r) = −1. (2.21)

It can be shown that on making a variable substitution R = r′ − r, Exc can be written
as [10]:

Exc =
1
2

∫
d(r)ρ(r)

∫ ∞

0
dRR2 1

|R|

∫
dΩρxc(r,R), (2.22)

which in turn implies that the exchange energy depends only on the spherical average of
ρxc. Here lies the answer to why the LDA approximation works so well. The point is that
even if LDA does not give the right form for the exchange-correlation hole it does give a
spherical average which is very close to the real charge distribution [10].

The LDA is widely used in solid state physics, but there are more modern improvements
suitable to treat the full non-local exchange such as the generalized gradient approximation
(GGA), where Exc has become more composite on introduction of contributions also from
the gradient of the local density.

2.4.2 Generalized-gradient approximation

One of the promising avenues for refinement of the LDA is the GGA approach. In GGA,
the function Exc(ρ) is replaced by a local function of the charge density and the magnitude of
its gradient, Exc(ρ, |∇ρ|); the rational is that a better description might result from incorpo-
ration of the additional information contained in the local gradient. GGA-based calculations
have been reported for a wide variety of materials using several different parameterizations
of the GGA functionals. From these calculations it is found: (1) GGAs significantly improve
the ground-state properties for the light elements, molecules and solids composed of these,
(2) many properties of the 3d transition metals are improved, for example the correct bcc
ground state for Fe is obtained, (3) magnetic energies for the 3d transition metals may be
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overestimated, and (4) the GGAs lead to excessive increases in the unit-cell parameters for
some materials containing heavy elements, and consequently degraded agreement with ex-
periment compared to the LDA [11].

The exchange-correlation energy is given as a (spin) density gradient of the form:

EGGA
xc [ρ↑, ρ↓] =

∫
drf(ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r)), (2.23)

where the function f is chosen according to certain criteria. Exchange-correlation approx-
imations in the above form are semilocal in the sense that the energy density at r depends
on the electron density in an infinitesimal neighborhood of r. There are quite a few GGA
functionals available, named after the inventors as Langreth-Mehl, Perdew-Wang 86, Becke-
Perdew, Lee-Yang-Parr etc. However, in the present project we have used only the PW91
and PBE GGA functionals.

Perdew-Wang 91 (PW91)

The PW91 [12] approach is similar to LSDA as well as gradient expansion approxima-
tion (GEA) but it is purely ab initio. It is constructed using only uniform electron-gas data
for exact conditions. PW91 includes a real space cut-off also for the correlation functional
and takes the Becke exchange with only small refinements. It fulfills almost all of scaling
relations, including those found after the formulation of functional.

Perdew-Burke-Ernzerhof (PBE)

The PBE [13] approach simplifies the cumbersome derivation of PW91 and corrects some
of its minor flaws such as the spurious wiggles in the exchange-correlation potential for
small and large (dimensionless) density gradients. However, the resulting energies change
only marginally.

2.5 Limitations of density-functional theory

Every theory has its own advantages as well as limitations, like two sides of a coin.
DFT provides no exception. Fundamentally, DFT only concerns the electronic ground-
state structure and underestimates band gaps, which for some semiconductors come out
incorrect by 10−30%. A famous (and for this project very relevant) error is also found for
transition-metal oxides that are predicted to be metallic, whereas they actually are semi-
conductors/insulators. Other traditional short-comings of the DFT have been attributed to
failures of the specific exchange-correlation functions used, e.g., the failure to predict the
bcc ground-state structure of Fe. When GGA is used instead of LDA, the correct ground-
state structure is expectedly obtained. In practice, it is a complicated matter to single out
the exact reason for the failure in a given calculation, since there are usually an appreciable
number of approximations involved. However, it should be stressed that although there
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are limitations to the applicability of the DFT (along with exchange-correlation functionals),
one should not to be too pessimistic. Instead, one should view these procedures as compu-
tational exercises and simply try to push the limits of the theory, of course always trying to
validate the findings with experimental facts.
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CHAPTER 3

Computational Techniques

Do not worry about your difficulties in mathematics. I
can assure you mine are still greater.

Albert Einstein

DFT based electronic structure methods are classified according to the representa-
tions that are used for the density, potential and, most importantly the Kohn-Sham
orbitals. The choice of representation is made to minimize the computational costs

of the calculations, while maintaining sufficient accuracy. These competing material- and
application-dependent goals have led to the development and use of a wide variety of tech-
niques. In this chapter, we will briefly explain some of the techniques for solving the single-
particle equations for crystalline solids and outline the difference between methods that
have been used in this thesis.

[−∇2 + Veff (r)]ψi(r) = εiψi(r). (3.1)

From this equation we can find the electron charge density ρ(r)

ρ(r) =
N∑

j=1

|ψj |2. (3.2)

Because both the electrostatic potential (Φ) and Vxc depend on ρ(r) we can calculate a
new Veff (r) using the local-density approximation, GGA etc. for the exchange-correlation
and the Poisson equation for the electrostatic contribution:

∇2Φ(r)i = −4π
N∑

j=1,j �=i

|ψj|2. (3.3)

We repeat this process until self-consistency is reached [viz. the difference between
Veff (r) in the m and m−1 iterations is less than a predetermined value; the difference being
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the only chosen convergence criterion]. When self-consistency has been reached, we calcu-
late the total energy of the system of electrons and nuclei using the total-energy expression
of the functionals Eq.(2.10)

3.1 Periodicity and crystal symmetry

It would have been an impossible task to solve the equations if we had to perform the
calculations for all electrons in a given material. The calculations performed by DFT is
usually for a unit cell of a crystal. (A crystal is an ordered state of matter in which the
positions of the nuclei and consequently all properties are repeated in space.) Fortunately
the potential is periodic for an infinite crystal, i.e., invariant under lattice translation T and
hence solving the equations in some reduced part of the system will provide the solution
for the entire system since the solution will necessarily repeat itself with the translational
symmetry of the crystal.

V (r + T) = V (r), (3.4)

T = m1a1 + m2a2 + m3a3. (3.5)

The vectors {ai} are the real-space Bravais lattice vectors that span the crystal structure
and {mi} are integers. According to the Bloch theorem, the eigenstates can be chosen to takes
the form of a plane wave times a function with the periodicity of the Bravais lattice;

ψk(r + T) = eik.Tψk(r) (3.6)

where k is the Bloch wave vector. Now, the one-electron function can be characterized by
the Bloch vector k. As a consequence, Eq. (3.1) can be rewritten as

Heff (r)ψn(k; r) = εn(k)ψn(k; r), (3.7)

where the index i in Eq. (3.1) has been replaced by the quantum number n. The one-electron
wave function ψn and the corresponding eigenvalues εn are now characterized by the Bloch
wave vector k.

The phase factor takes the value 1 for some electronic states. This happens when the
wave-vector corresponds to a reciprocal lattice vector defined by

g = 2π(n1b1 + n2b2 + n3b3) (3.8)

where ni are integers and bi are the basis vectors of the reciprocal lattice, i.e.,

(ai.bj) = δij (3.9)

For k = g
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eik.T = eig.T = e2πimini = 1. (3.10)

Thus a periodicity in real space also introduces a periodicity in reciprocal space (k), and
an electron state with wave vector k′ = k + g will consequently satisfy the Bloch condition.
To describe the electronic structure of a solid it is thus not necessary to consider the vectors,
we can consider only the wave vectors contained inside the region of the reciprocal space
known as Brillouin zone (BZ). In addition to the translation symmetry, the crystal also obeys
symmetries under rotations, implying that there are symmetry operations which transform
one wave vector into another wave vector and that reduces our problem further. The small-
est possible zone which defines a complete set of symmetry independent wave vectors is
called the irreducible part of the BZ. For example, in a simple cubic lattice, the irreducible
part of the BZ is only 1/48 of the full BZ and this is the only part we need to find a solution
for in such an electronic structure problem.

3.2 Electronic structure methods

In order to solve Eq. 3.7 we need to expand it in a basis of known functions, and we have
to resort to one of the available electronic structure methods.

The choice of basis-functions is crucial for the efficiency of a given computational method
and the first step in the implementation of a DFT method is to find a suitable basis set.

(1) Basis sets that obey the Bloch condition explicitly, viz. the expansion involves basis
functions that are fixed and the coefficients cn are chosen to minimize the energy.

ψ(r) =
∑

n

cnφn(r) (3.11)

One disadvantage of this approach is that the wave functions are fixed, which often leads
to considerable difficulties in obtaining a sufficiently converged basis set.

(2) The other group involves wave functions that can be varied. The variation is pro-
moted by introducing energy-dependent wave functions φn(ε, r) of the form

ψ(ε, r) =
∑
n

cnφn(ε, r), (3.12)

However, the Bloch conditions are no longer automatically fulfilled. The solutions in one
unit cell are now chosen to fit smoothly to those of the neighboring cells, thus fulfilling the
Bloch condition "indirectly". As the wave function can be modified to the problem at hand,
these techniques converge very fast for the number of required basis functions. Every k
point of the band structure must be solved for a large number of ε. Solutions only exist when
ε are actual eigenvalues. While computation based on these methods are accurate, they are
also time consuming. A solution to this problem is to linearize the energy dependent orbital
basis. The basis is introduced in the form of a Taylor expansion in ε so that the orbitals
themselves are energy independent, although the expansion retains the energy dependence.
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The variational equation (3.7) thus has to be solved only once for each k point. Such methods
are extremely rapid and slightly less accurate than other non-linear methods.

3.3 The LMTO method

V
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Figure 3.1: The muffin-tin approximation. (a) the muffin-tin sphere with ra-
dius SMT , and the describing sphere of radius SE . (b) the muffin-tin part of
the crystal potential V (r), and (c) the radial part of the wave function.

During the last decades, the linear-muffin-tin-orbital (LMTO) [14] method has become
very popular for the calculation of the electronic structure for crystalline systems. The
LMTO method combines the following advantages: (a) It uses a minimal basis, which leads
to high efficiency and makes calculations possible for large unit cells. (b) In this method
all elements are treated in the same way, so that atoms with a large number of core states
can be considered (say, phases containing d and f metals). (c) This method is very accurate,
due to the augmentation procedure which gives the wave function the correct shape near
the nuclei. (d) It uses atom-centered basis functions with well-defined angular momentum,
which makes the calculation transparent [15].

3.3.1 Muffin-tin orbitals

The crystal is divided into non-overlapping muffin-tin1 spheres surrounding the atomic
sites and an interstitial region outside the spheres. Inside the muffin-tin sphere the potential
is assumed to be spherically symmetric while in the interstitial region the potential, VMTZ , is
assumed to be constant or slowly varying. Because the potential in the interstitial is constant
we can shift the energy scale and set it to zero. In the following overview of the method we

1The picturesque name of muffin-tin derives from the fact that it looks like a pan for cooking muffins.
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consider a crystal with only one atom per primitive cell. Within a single muffin-tin well we
define the potential by

VMT (r) =
{

V (r) − VMTZ , |r| < SMT

0 , |r| > SMT
(3.13)

Here V (r) is the spherically symmetric part of the crystal potential. The radii of the muffin-
tin spheres are chosen such that they do not touch each other. In the following SMT is
expressed by S.

To solve the Schrödinger equation for the muffin-tin potential

[−∇2 + VMT ]ψ(ε, r) = (ε − VMTZ)ψ(r) (3.14)

one introduces the kinetic energy κ2 in the interstitial region by

κ2 = (ε − VMTZ) (3.15)

For an electron moving in the potential from an isolated muffin-tin well embedded in the
flat potential VMTZ , the spherical symmetry can extend throughout all space and the wave
functions become

ψL(ε, r) = ilY m
l (̂r)ψl(ε, r) (3.16)

using the convention that r = |r| and r̂ is the direction of r and including a phase factor il.
To obtain basis functions which are approximately independent of energy, reasonably

localized, and normalizable for all values of κ2, Andersen [16] used muffin-tin orbitals. The
spherical Bessel functions added to the wavefunction for r < S cancels the divergent part
of ψl(ε, k, r) and simultaneously reduce the energy and potential dependence at the tails.
Moreover, it incorporates the effects due to the neighbors into the wavefunction so that a
minimal basis set of LMTO functions can accurately describe the system [17]. Hence, the
muffin-tin orbitals can take the form

χlm(ε, r) = ilY m
l (̂r)

{
ψl(ε, r) + Pl(ε)

(r/S)l

2(2l+1) , |r| < S

(r/S)−l−1 , |r| > S
(3.17)

where ψl(ε, r) is a solution of the radial Schrödinger equation inside the atomic sphere.

Pl(ε) = 2(2l + 1)
Dl(ε) + l + 1

Dl(ε) − l
(3.18)

The potential function and the normalization of ψl(ε, r) are determined by satisfying
differentiability and continuity of the basis function on the sphere boundary. Here the term
Dl(ε) is the logarithmic derivative of the wave function. The tail of the basis function, i.e.,
the part outside the muffin-tin sphere is in general introduced as Neumann function, but in
Eq. (3.15) the kinetic energy of this tail (known as k2) is simply chosen to be zero. Therefore
the Neumann function has a simple form like the above.
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Figure 3.2: The atomic sphere approximation (ASA) in which the muffin-tin
spheres are chosen to have the same volume as the Wigner-Seitz cell, result-
ing in overlapping spheres.

3.3.2 The LMTO − atomic sphere approximation method

In the LMTO-atomic sphere approximation (LMTO-ASA) [18], the muffin-tin spheres are
overlapping in such a way that the total volume of the muffin-tin sphere equals the atomic
volume. This means that the muffin-tin radius S is equal to the Wigner−Seitz radius SWS

where the total volume per atom is given by V = (4π/3)S3
WS . In the ASA, the potential

is also assumed to be spherically symmetric inside each muffin-tin sphere, and the kinetic
energy of the basis functions in the interstitial is restricted to be constant, actually zero in
the calculation.

In order to construct a linear method, the energy dependent terms in the muffin-tin
spheres of Eq. (3.17) are replaced by the energy independent function Φ. The function is
defined as a combination of radial functions and their energy derivative

Φ(D, r) = φl(r) + ω(D)φ̇l(r), (3.19)

where ω(D) is a function of the logarithmic derivative. ω(D) should make the energy de-
pendent orbitals χlm(ε, r), defined in Eq. (3.17), continuous and differentiable at the sphere
boundary S. The boundary condition is determined as D = −(l + 1). The thus obtained
energy independent orbital can now be written as

χlm(ε, r) = ilY m
l (̂r)

{
Φl(D, r) , |r| < S
(r/S)−(l+1) , |r| > S

(3.20)
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(a)

(b)

Figure 3.3: (a) The muffin-tin division of space into spheres and interstitial
regions. (b) Schematic representation of the wave function inside the sphere
(by a radial function) and in the interstitial region (by a Hankel and Neumann
function or by a plane-wave). The vertical dotted lines indicate the sphere
boundaries.

3.4 Full potential methods

All electron methods with localized basis functions, or with more intricate basis sets,
such as the linearized augmented plane-wave (LAPW) and LMTO methods are widely used
since they are more precise. However, the most accurate all-electron methods can be more
computationally demanding than pseudopotential techniques. In the full-potential methods
space is divided into two types of regions: non-overlapping spheres surrounding the atomic
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sites called muffin-tin spheres and region outside these spheres called interstitial region. Since
the linearized methods have been derived in terms of matrix elements of the Hamiltonian in
a fixed basis, one simply has to calculate matrix elements of the full non-spherical potential
in the sphere and the full spatially varying potential in the interstitial. The basis functions
are the same in LMTO, LAPW or projected-augmented-wave (PAW) functions which are
derived from a spherical approximation to the full potential. However, the spheres merely
denote convenient boundaries defining the regions where the basis functions and the po-
tential have different representations. Various calculational schemes differ from each other
only in the treatment of the interstitial regions.

In the self-consistent calculation one also needs to calculate the potential arising from
the density. This necessitates a procedure in which the Poisson equation is solved taking
into account the sharply varying charge density inside the spheres. The field inside can be
expanded in spherical harmonics and outside the spheres can be represented by smooth
functions.

3.4.1 The full potential LMTO method

The FP-LMTO calculations [19] are all electron and fully relativistic, without shape ap-
proximation to the charge density or potential. The crystal is divided into non-overlapping
muffin-tin spheres and interstitial regions outside the spheres. The wave function is then
represented differently in these two types of regions. Inside a muffin-tin sphere, the basis
functions are as in the LMTO-ASA method, viz. a Bloch sum of linear muffin-tin orbitals
expanded by structure constants [φν (r) and φ̇ν(r)]. In the interstitial region, Hankel and
Neumann functions are used to describe the spatially varying potential. But unlike the ASA
(where kinetic energy is resticted to be zero in the interstitial region) the kinetic energy is
not a constant. For simplicity, here we only consider a mono-atomic solid and suppress the
atomic site index. The κ dependent linear muffin-tin orbitals can now be written as,

ψklm(k, r) = χklm(r) +
∑
lm

Jklm(r)Sklm,l′m′(k), (3.21)

where

χlm(r) = ilY m
l (̂r)

{
−ikhl(κS) Φ(Dh,r)

Φ(Dh,S) , |r| < S
−ikhl(κr) , |r| > S

(3.22)

and

Jklm(r) = ilY m
l (̂r)

{
Jl(κS)(κS) Φ(DJ ,r)

Φ(DJ ,S) , |r| < S
Jl(κr) , |r| > S

(3.23)

Inside the muffin-tin sphere at τ , we can also expand the electron density and potential
in spherical harmonics times a radial function,
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nτ (r)|τ =
∑

h

nτ (h; rτ )Dh (̂rτ ), (3.24)

Vτ (r)|τ =
∑

h

Vτ (h; rτ )Dh(̂rτ ), (3.25)

where Dh are linear combinations of spherical harmonics, Y m
l ( r̂). Dh are chosen here be-

cause we need an invariant representation of the local point group of the atomic site con-
tained in the muffin tin. The expansion coefficients nτ (h; rτ ) and Vτ (h; rτ ) are numerical
functions given on a radial mesh.

In the interstitial region, the basis function, charge density, and potential are expressed
as Fourier series,

ψ(k; r)|I =
∑
G

ei(k+G).rψ(k + G), (3.26)

nI(r)|I =
∑
G

nGei(k+G).r, (3.27)

VI(r)|I =
∑
G

VGei(k+G).r, (3.28)

where G are reciprocal lattice vectors spanning the Fourier space.

3.4.2 The basis set

Envelope functions form a suitable basis in interstitial regions. By choosing the appro-
priate envelope function, e.g., plane waves, Gaussians, and spherical waves (Hankel func-
tions), one can utilize various electronic structure methods (LAPW, LMTO, etc.). The LMTO
envelope function is represented as

Klm(κ; r) = −κl+1ilY m
l (̂r)

{
−h+

l (κr) κ2 ≤ 0
nl(κr) κ2 > 0

(3.29)

where nl is a spherical Neumann function and h+
l is a spherical Hankel function of the

first kind. The envelope function is singular Hankel or Neumann functions with regards
to the sign of the kinetic energy. This introduces a κ dependence for the basis functions
inside the muffin-tin sphere through the matching conditions at the sphere boundary. Using
variational method, the ground state still has several basis functions with the same quantum
numbers, n, l, and m, but different κ2. This is called a double-basis approach.

The basis can always contain different basis sets corresponding to the atomic quantum
number l, but with different principal quantum numbers n. A basis constructed in this way
forms a fully hybridizing basis set, rather than a set of separate energy panels.
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3.4.3 The LMTO matrix

We now introduce a convenient notation for the basis functions:

|χi(k)〉 = |φi(k)〉 + |ψi(k)〉, (3.30)

where |φ〉 is the basis function inside the muffin-tin spheres and |ψi(k)〉 represents the tails
of basis-function outside the spheres.

A wave function Ψkn(k) is then constructed by a linear combination of the LMTO basis
functions, χi. The linear combination can be written as

|Ψ〉 =
∑

i

Ai|χi〉 (3.31)

The Hamiltonian operator is

Ĥ = H0 + Vnmt + VI (3.32)

where H0 is the Hamiltonian operator containing the kinetic energy operator and the spher-
ical part of the muffin-tin potential, Vnmt represents the non-spherical part of the muffin-tin
potential, and VI is the interstitial potential. Then by using the variational principle for the
one-electron Hamiltonian, the LMTO secular matrix follows as

∑
j

[〈χi(k)|H0 + Vnmt + VI |χj(k)〉 − ε(k)〈χi(k)|χj(k)〉]Aj = 0 (3.33)

which can be reduced to

∑
j

[H0
ij + H1

ij − ε(k)Oij ]Aj = 0 (3.34)

where

H0
ij = 〈φi(k)|H0|φj(k)〉 (3.35)

Oij = 〈φi(k)|φj(k)〉 + 〈ψi(k)|ψj(k)〉 (3.36)

and

H1
ij = 〈φi(k)|Vnmt|φj(k)〉 +

1
2
(κ2

i + κ2
j )〈ψi(k)|ψj(k)〉 + 〈ψi(k)|VI |ψj(k)〉 (3.37)

where |ψj(k)〉 is an eigenfunction to ∇2 with eigenvalue κ2
j , H0

ij is the spherical muffin-
tin part of Hamiltonian matrix, Oij is the overlap between the orbitals inside the sphere as
well as in the interstitial region, and H1

ij contains the corrections to the Hamiltonian ma-
trix coming from the muffin-tin and interstitial regions. The first term in Eq. (3.37) is the
non-spherical potential matrix, the next term is the expectation value of the kinetic energy
operator in the interstitial region, and the last term is the interstitial potential matrix.

36



3.5. FULL POTENTIAL LAPW METHOD

Total energy

The total energy for the whole crystal can be expressed as [20]

Etot = Tval + Tcor + Ec + Exc (3.38)

where Tval and Tcor are the kinetic energy for the valence and core electrons, respectively, Ec

is the electrostatic energy including electron-electron, electron-nucleus, and nucleus-nucleus
contributions, and Exc is an exchange energy term. The kinetic energy is usually expressed
as the expectation value of the kinetic energy operator −∇2. According to the eigenvalue
equation the expectation value can be expressed as a sum over one-electron energies minus
the effective potential energy. The core eigenvalues εiτ are obtained as an exact solution to
the Dirac equation with the spherical part of the muffin-tin potential

Etot =
occ∑
kn

wnkεkn +
∑
μτ

fiτεiτ +
∫

V c
n(r)

[1
2
Vc(r) − Vin(r)

]
dr

−1
2

∑
j

ZτjVc(τj ; 0) +
∫

Vc

ρ(r)εxc(ρ(r))dr, (3.39)

where the integral run over the unit cell [16]. The term with summation over j covers the
core states. The density ρ(r) is the total charge density, including valence as well as core
electrons. Vin is the input potential obtained from LDA. The Madelung term Vc(τ ; 0) de-
scribes the Coulomb potential at the nucleus (excluding the Z/r self contribution) and εxc is
the exchange-correlation energy.

3.5 Full potential LAPW method

Some of the calculations in the present project have been carried out using the FP-LAPW
program package WIEN97 and WIEN2K [21]. The LAPW method is a very accurate calcula-
tional scheme for electronic-structure investigations. This approach is characterized by the
use of a basis set which is especially adapted to the problem. The method is basically derived
from the augmented-plane-wave (APW) approach. The construction of APW developed by
Slater is motivated by the fact that near an atomic nucleus the potential and wavefunctions
are similar to those in an atom; strongly varying, but nearly spherical. Conversely, between
the atoms both the potential and wavefunctions are smoother. Accordingly, space is divided
into two regions and different basis expansions are used in these regions: radial solutions of
Schrödinger’s equation inside non-overlapping atom-centered spheres and plane-waves in
the remaining interstitial regions.

ϕ(r) =
{

1
Ω1/2

∑
G CGei(G+k)r r ∈ interstitial∑

lm Almul(r)Ylm(r) r ∈ inside − sphere
(3.40)
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where ϕ is the wave function, Ω the cell volume and ul the regular solution of the Eq. 3.40.
Here CG and Alm are expansion coefficients, El is a parameter (introduced equal to the band
energy) and V is the spherical component of the potential inside the sphere:

[
− d2

dr2
+

l(l + 1)
r2

+ V (r) − El

]
rul(r) = 0 (3.41)

The particular choice of these functions was motivated by Slater who noted that plane-
waves are the solutions of Schrödinger equation for a constant potential, while the radial
functions are solutions for a spherical potential, provided that El is equal to the eigenvalue.
This approximation known as muffin-tin approximation is commonly used in APW codes
and is very good for close-packed (like fcc and hcp) materials.

The dual representation defined by Eq. 3.40 is not guaranteed to be continuous on the
sphere boundaries, as it should be, for the kinetic energy to be well defined. Therefore a
constraint is imposed in the APW method, by defining the A lm in terms of CG through the
spherical harmonic expansion of the planewaves. The coefficient of each lm component is
matched at the sphere boundary. Thus,

Alm =
4φil

Ω1/2ul(R)

∑
G

CGjl(|k + g|R)Y�
lm(k + G) (3.42)

where the origin is taken at the center of the sphere and R is the sphere radius. Thus the A lm

are completely determined by the plane-wave coefficients CG and the energy parameters
El. The individual functions which are labeled by G and consist of single plane-waves in
the interstitial matched to radial functions in the spheres are the augmented plane-waves
(APWs).

3.5.1 The LAPW basis and its properties

In the LAPW method, the basis functions inside the spheres are linear combinations of a
radial function ul(r)Ylm(r) and their energy derivatives. The ul are defined with a fixed El.
The energy derivative u̇l(r)Ylm satisfies

[
− d2

dr2
+

l(l + 1)
r2

+ V (r) − El

]
ru̇l(r) = rul(r) (3.43)

in the non-relativistic case. These functions are matched to the values and derivatives of
the plane waves on the sphere boundaries. Plane waves augmented in this way are called
LAPW basis functions. In terms of this basis the wavefunctions,

ϕ(r) =
{

1
Ω1/2

∑
G CGei(G+k)r r ∈ interstitial∑

lm[Almul(r) + Blmu̇l(r)]Ylm(r) r ∈ inside − sphere
(3.44)

where the Blm are coefficients for the energy derivatives analogous to the Alm. The LAPWs
are plane waves in the interstitial region of the unit cell, and they match the numerical radial
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functions inside the spheres with the requirement that the basis functions and their deriva-
tives are continuous at the boundary. In this method no shape approximations are made
and consequently such a procedure is often called "full-potential LAPW" (FP-LAPW). The
LAPW method has more advantages than the APW method. In the former, accurate energy
bands (at a given k point) are obtained with a single diagonalization, while in the APW
method the diagonalization is needed for each band. Moreover, the LAPW basis has more
flexibility inside the spheres, i.e., two radial functions instead of one. This means that there
is no difficulty in treating non-spherical potentials inside the spheres; although the optimum
value of El is not known a priori, the flexibility arising from u̇l allows an accurate solution.
There is however a price to be paid for this flexibility. This arises from the requirement
that the basis functions should have continuous derivatives. Higher plane wave cut-offs are
required to achieve a given level of convergence.

In the WIEN2K package the total energy is calculated according to the Weinert scheme [22].
The convergence of the basis set is controlled by the cut-off parameter RmtKmax (determin-
ing the size of the matrix of the system), which usually assumes values between 6 and 9.
The Rmt represents the smallest of all atomic sphere radii in the unit cell and Kmax is the
magnitude of the largest K vector (plane-wave cut-off).

There is a quantitative difference between the LAPW and LMTO approaches in the re-
quirements of the full potential. Since the minimal basis for LMTO only involves functions
with lmax given by the actual angular momenta or the primary states making up the band,
only angular momenta up to 2lmax are relevant. However, for the LAPW methods, much
higher angular momenta in the wavefunctions are required (typically lmax ≈ 8 to 12 for
accurate calculations) to satisfy the continuity conditions accurately. The difference results
from the fact that, the LAPW basis is much larger; in order to represent the interstitial region
accurately, many plane waves are required.

3.6 Pseudopotential Method

In 1934, Fermi first introduced the concept of pseudopotential. He interpreted the mea-
sured optical spectra of alkali atoms arising from transitions to high-lying electronic energy
levels using the so-called pseudopotential and argued that for high-lying states the oscilla-
tions of the wave function near the atomic core played a very small role. Therefore he built
a potential that gave a nodeless pseudo-wave-function which had the correct large-distance
behavior. In most materials the core electrons do not contribute to the bonding, but only
their absolute energy is affected by the average electrostatic potential in the vicinity of the
core (core level shift). A fundamental idea is therefore the “frozen-core approximation”.
The pseudopotential approximation treats each nucleus plus its core electrons as a “frozen
core” that does not change in response to changes in its environment. The interactions of
the valence electrons with this core are then described by a pseudopotential, usually con-
structed from all-electron calculations to reproduce the eigenvalues, and the wavefunctions
outside the core. The core electrons are calculated for a reference configuration (in general,
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spherical) and are kept fixed thereafter. The wave functions for the valence electrons are
treated (pseudized) so as to give the same energy levels as the all-electron wavefunctions.
The pseudo wavefunctions differ from the all-electron wavefunctions only inside a region
around the nucleus and are constructed to be nodeless. Nodeless pseudo-wavefunctions
reduce the number of required plane waves considerably. It is implicit within the pseudo
potential approach that the exchange-correlation potential, Vxc, like the direct Coulomb po-
tential is separable into a core part and a valence part.

The main advantage of the pseudo potential method is that one does not need the com-
plicated all-electron wave functions but only the pseudo wavefunctions which are tailored
to be well-behaving numerically. Another advantage is that one needs to calculate the prop-
erties of ion only once in an environment such as a free atom and use it throughout all other
DFT calculations. The frozen-core approximation allows one to transfer the properties of the
free atom to an atom bound in a solid.

One of the most widely used implementations of DFT is the so-called plane wave pseu-
dopotential method in which the KS wave functions are expanded in a basis of plane waves.
Plane wave basis sets offer many advantages in DFT calculations for solids including com-
pleteness, unbiased representation, and arbitrarily good convergence accuracy. They also
allow for straight forward mathematical formulation and implementation, which is conve-
nient for the calculation of Hellmann-Feynmann forces in DFT perturbation calculations and
for linear response calculations [23].

Having determined the pseudopotential, the total structural energy Estr can be eval-
uated. The contributions to Estr include the Madelung core-core energy, the electron-core
energy, the kinetic energy of the electrons (which can be evaluated from the pseudopotential
and wave functions), the electron-electron Hartree energy, and the exchange-correlation en-
ergy (which can be evaluated using the charge density). The input is the atomic number for
each constituent atoms and the crystal structure. For a given structure, the volume for which
Estr has a minimum that determines the lattice constants, and the curvature yields the bulk
modulus. Although molecular dynamics schemes have been developed and are improving,
at present one has to generally rely on the comparison of candidate crystal structures to pre-
dict or explain properties of different solid phases. Future molecular dynamics techniques
will likely allow the predictions of new non-equilibrium solid phases with interesting and
useful properties.

The fact that the total-energy pseudopotential method could predict the existence of a
solid phase and its ground-state properties gave a significant boost to the research in this
field [24]. The added claim that only the atomic number, atomic mass, and candidate crys-
tal structures are used as input provided credence for the proposition that the total-energy
pseudopotential approach is a first-principles method that could serve as a useful standard
model of solids.
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3.7 The projected augmented wave (PAW) method

In the pseudopotential methods a potential and its corresponding pseudo wave func-
tions are constructed to reproduce the atomic scattering properties in an energy window
around the atomic eigenvalues. They are then used as input parameters to the many-particle
DFT calculations. The PAW method is in principle a frozen-core all-electron method that
aims at adding the advantages and accuracy of all-electron methods to the more simple and
computationally less demanding pseudopotential method.

Blöchl [25] developed the projected-augmented wave method (PAW) by combining ideas
from the pseudo potential and linear augmented-plane-wave (LAPW) methods. The PAW
method starts from a simple linear transformation that connects the exact valence wave
function |ψ〉 to a pseudo (PS) wavefunction |ψ̃〉 which is expanded into plane waves,

|ψ〉 = |ψ̃〉 −
∑

N,i
| ˜φN,i〉〈 ˜pN,i|ψ̃〉 +

∑
N,i

|φN,i〉〈p̃N,i|ψ̃〉 (3.45)

All quantities related to the PS representation of the wave function are indicated by the tilde
symbol. The φ are local wave functions, the index N goes over all sites, and i over the
quantum numbers n, l, and m. The p̃i are localized projector functions that have to fulfill the
condition ∑

i

|φ̃〉〈p̃i| = 1. (3.46)

Defining the character cN,i of an arbitrary wave function ψ̃ at the atomic site N as

cN,i = 〈p̃N,i|ψ̃〉, (3.47)

the pseudo- and all-electron wavefunctions at an atomic site N can be easily reconstructed
from the plane-wave expanded pseudo wave functions as,

|ψ̃N 〉 =
∑

i

|φ̃N,i〉cN,i (3.48)

and

|ψN 〉 =
∑

i

|φN,i〉cN,i. (3.49)

The variational quantities that need to be determined during the ground-state calcula-
tion are the PS wave function ψ̃. However, contrary to the “simple" pseudopotential meth-
ods the operators A representing physical quantities need to be consistently extended to
their all-electron forms,

Ã = A +
∑
N,i,j

|p̃N,i〉
(
〈φN,i|A|φN,j〉 − 〈φ̃N,i|A|φ̃N,j〉

)
〈p̃N,j|. (3.50)

The above equation is valid for local and quasi-local operators such as the kinetic energy.
The valence-only PAW method is implemented in the program package VASP [26]. Its

results are almost identical to the most accurate DFT calculations which are based on the
FP-LAPW method.
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3.7.1 Charge density

The charge density at a point r in space is composed of three terms:

ρ(r) = ρ̃(r) + ρ′(r) − ρ̃′(r) (3.51)

The soft pseudo-charge density ρ̃(r) is the expectation value for the real-space projection
operator |r〉〈r| on the pseudo-wave functions.

ρ̃(r) =
∑
n

fn〈Ψ̃n|r〉〈r|Ψ̃n〉 (3.52)

The on-site charge densities ρ′(r) and ρ̃′(r) are treated on a radial support grid. They are
given as :

ρ′(r) =
∑
n

fn〈Ψ̃n|p̃i〉〈φi|r〉〈r|φj〉〈p̃j |Ψ̃n〉 = nij〈φi|r〉〈r|φj〉 (3.53)

where nij is the occupancy of each augmentation channel (i, j) which is obtained from the
pseudo-wave functions on applying the projector functions:
nij =

∑
n fn〈Ψ̃n|p̃i〉〈p̃j |Ψ̃n〉.

Similarly for ρ̃′(r):

ρ̃′(r) =
∑
n

fn〈Ψ̃n|p̃i〉〈φ̃i|r〉〈r|φ̃j〉〈p̃j |Ψ̃n〉 = nij〈φ̃i|r〉〈r|φ̃j〉 (3.54)

We will focus on the frozen-core case, where ρ̃, ρ̃′, and ρ′ are restricted to valence quanti-
ties. Besides that, we introduce four quantities that will be used to describe the core charge
density: ρc, ρ̃c, ρZc, and ρ̃Zc. ρc denotes the charge density of the frozen core all-electron
wave function at the reference atom. The partial-core density ρ̃ is introduced to calculate the
nonlinear core corrections. ρZc is defined as the sum of the point charge of the nucleus ρz

and the frozen core AE charge density ρc: ρZc = ρz + ρc.
The pseudized core density is a charge distribution that is equivalent to ρZc outside the

core radius and with the same moment as ρZc inside the core region.∫
Ωr

ρZc(r)d3r =
∫

Ωr
ρ̃Zc(r)d3r (3.55)

The total charge density ρT [27] is decomposed into three terms:

ρT = ρ + ρZc

= (ρ̃ + ρ̂ + ρ̃Zc) + (ρ′ + ρZc) − (ρ̃′ + n̂ + ñZc)
= ρ̃T + ρ′T − ρ̃′T (3.56)

A compensation charge ρ̂ is added to the soft charge densities ρ̃ + ρ̃Zc and ρ̃′ + ρ̃Zc to
reproduce the correct multiple moments of the AE charge density ρ ′ + ρZc in each augmen-
tation region. Because ρZc and ρ̃Zc have exactly the same monopole −Zion (the charge of
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an electron being new +1), the compensation charge must be chosen such that ρ̃ ′+ρ̂ has the
same moments as the AE valence-charge density ρ′ within each augmentation sphere.

3.7.2 Total energy

The final expression for the total energy can also be split into three terms:

E(r) = Ẽ(r) + E′(r) − Ẽ′(r) (3.57)

where Ẽ(r), E′(r), and Ẽ′(r) are given by

Ẽ(r) =
∑
n

fn〈Ψ̃n| −
1
2
Δ|Ψ̃n〉 + Exc[ρ̃ + ρ̂ + ρ̃c] + EH [ρ̃ + ρ̂] +

∫
vH [ρ̃Zc][ρ̃(r) + ρ̂(r)]dr + U(R,Zion) (3.58)

where U(R,Zion) is the electrostatic energy of the point charges Zion in an uniform elec-
trostatic background.

E′(r) =
∑
ij

nij〈φi| −
1
2
Δ|φj〉 + Exc[ρ′ + ρc] + EH [ρ′] +

∫
vH [ρ̃Zc]ρ′(r)dr (3.59)

where
∫

vH [ρ̃Zc]ρ′(r)dr is the electrostatic interaction between core and valence electrons
and EH is electrostatic energy

EH [ρ] =
1
2
(ρ)(ρ) =

1
2

∫
dr

∫
dr′

ρ(r)ρ(r′)
|r − r′| (3.60)

Ẽ1(r) =
∑
ij

nij〈φ̃i| −
1
2
Δ|φ̃j〉 + Exc[ρ̃′ + ρ̂ + ρ̃c] + EH [ρ̃′ + ρ̂]

+
∫

vH [ρ̃Zc][ρ̃′(r) + ρ̂(r)]dr (3.61)

The overlining signalizes that the corresponding terms must be evaluated on the radial
grid within each augmentation region.
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3.8 Brillouin zone integration

In order to determine the charge density and other quantities such as total energy, forces
etc. it is necessary to evaluate sums over the occupied states. As discussed in Sec.3.1, for
crystals this can be done over the Brillouin zone and by the application of crystal symme-
try, can be reduced to integrals over the irreducible wedge of the zone (IBZ). Following the
variational principle (minimizing the total energy), and the Pauli-exclusion principle, eigen-
states with eigenvalues εi(k) are filled starting from the energetically lowest eigenvalue. The
energy of the highest filled eigenstate is called the Fermi energy (EF). The Fermi energy is
given from

N =
∫ εF

−∞
D(ε)dε, (3.62)

where N is the number of valence electrons and D(ε) is the density of the states (DOS),

D(ε) =
2

8π3

∫
S(ε)

dS

|∇ε(K)|. (3.63)

The integration is carried out all over a surface of constant energy, S(ε), in the IBZ. The
one-electron states most relevant for physical properties are those with energies around the
Fermi level. These states are important for the stability of the crystal structure, transport
properties, magnetic susceptibility, etc. The integrals are necessarily calculated numerically
using wavefunctions and eigenvalues at a finite number of k points in the zone. The two
commonly used methods are briefly discussed below.

3.8.1 Special points method

In this method integrations are performed as weighted sums over a grid of representa-
tive k points. The locations of the representative (or special) points and the corresponding
weights are independent of the band energies, and are chosen to yield optimum conver-
gence for smooth functions.

This method is well suited for insulators. In metals, bands intersect the Fermi level
leading to discontinuities in the occupation and therefore in the integrands on the Fermi
surface. In order to overcome this difficulty an artificial broadening of the Fermi surface is
used.

3.8.2 Tetrahedron method

In the tetrahedron approach, the zone is divided into tetrahedra and the band energies
and wave functions are computed at k points on the vertices. This is particularly useful
because tetrahedra can be used to fill all space for any grid. The band energies are inter-
polated linearly between the vertices, and this interpolation is used to determine the Fermi
energy. Each band at each k point is then assigned a weight based on the volume of the
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tetrahedron for which it occurs below EF, and the charge density is calculated by summing
the individual contributions with these weights. The tetrahedron method is very important
in calculations on transition metals, rare earths etc., where there are exquisite details of the
Fermi surfaces that must be resolved.
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CHAPTER 4

Ground-state Properties and their Analyses

The end of all our exploration will be to arrive where we
started.

T.S. Eliot

The properties of matter are usually determined by the electronic ground and excited
states. Ground-state properties include: cohesive energy, equilibrium crystal structure,

phase transitions between different structural arrangements, elastic constants, charge den-
sity, magnetic order, static electric and magnetic susceptibilities, etc.

Since typical energy scales for electrons are much greater than those associated with
the degrees of freedom for the more massive nuclei, the lowest energy ground state of the
electrons determines the structure and low-energy motions of the nuclei. The vast array
of forms of matter - from the hardest diamond to soft lubricants like graphite or the many
complex crystals formed by the elements of the Periodic Table - are largely manifestations
of the ground-state of the electrons involved.

4.1 Structural stability and Phase transitions

In the area of phase-stability and phase-diagram prediction, first-principles calculations
have made an impact on the understanding of real materials. The equation of state as a
function of pressure and temperature is perhaps one of the most fundamental relations in
condensed matter.

The stable structure at a given pressure (P ) and temperature (T ) determines all the other
properties of the material. The total energy (E) at T = 0 K as a function of the volume (Ω)
is the most convenient quantity for theoretical analysis because it is quite straightforward
to carry out electronic structure calculations at fixed volume. In other words, volume is a
convenient “knob” that can be tuned to control the system theoretically. Comparison of the-
oretical and experimental volume is one of the touchstones of “ab initio” electronic-structure
research.
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The total energy E and Ω per unit cell, together with P and bulk modulus B are related
by the equations,

E = E(Ω), P = −dE

dΩ
, B = −Ω

dP

dΩ
= Ω

d2E

dΩ2
. (4.1)

One has to first determine the equilibrium volume of the cell where E is minimum or P =
0, and bulk modulus (B) for the zero-pressure crystal structure. The most commonly used
approach (and that used in this project) is, to calculate E for several different Ω values, and
fit these to an analytic function, e.g., the Murnaghan equation of state [28, 29, 30] or the so-
called universal equation of state [31] (used here). The minimum gives the corresponding
equilibrium volume and total energy, and the second derivative, the bulk modulus.

The major challenge for computational materials science is the prediction of crystal struc-
ture. While the properties of a material in a given structure can be predicted, it is still very
difficult to demonstrate that a particular chosen structure will be stable or even metastable.
With all the sophistication of first-principles theory, structure prediction still has to be ap-
proached with brute (but ineffective) force. To “predict” the structure of a compound, we
have to compute, at best the total energy for a few “reasonable” candidate arrangements
and then proclaim the one with the lowest total energy to represent the ground-state struc-
ture. While such an approach may be reasonable when working on well-known systems,
it may be of little benefit when dealing with novel or complex multicomponent materials.
In a substantial part of this project we have, e.g., studied structural stability and predicted
crystal structures for a series of mixed-valence chromium oxides which turned out to be one
of the most demanding projects dealt in this thesis. The actual structures considered for the
prediction and detailed results are given in Publications VI to IX.

4.2 Electronic Structure

As outlined in Chapter 2, the electronic structure of materials determines ground-state
properties such as electrical conductivity. An electronic structure is often visualized by a
band-structure plot. A band is the track of an eigen value in reciprocal space.

4.2.1 Classification of materials

Based on the intrinsic electronic structure and the filling of bands, materials can be clas-
sified as metals, insulators, semiconductors, and half metals.

Metals
Metals are characterized by a band structure in which the highest occupied band (the va-
lence band; VB) is partially filled. The highest occupied energy level is called the Fermi
level (EF). Metals usually have some vacant levels just below the EF whereas some occu-
pied levels occur above EF at T = 0 K. Since metals do not have to be overcoming excitation
gaps, the band electrons in singly occupied states close to the EF are able to move around
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relatively freely and these electrons are responsible for the conductivity of metals.

Insulators
The VB of an insulator is completely filled. The highest energy level of VB is separated from
the lowest energy level of conduction band (CB) by a forbidden energy gap (Eg) of the order
of some 5 eV. Even at appreciable temperatures very few electrons from the VB have suf-
ficient thermal energy to be promoted to the CB, hence insulators have zero or negligible
conductivity.

Semiconductors
Semiconductors have a similar band structure to insulators, but the Eg is smaller, say, in the
range of 0.2 to 2.0 eV. At low temperatures a few electrons have sufficient thermal energy
to be promoted to CB and hence create conductivity in an electric field. However, the exci-
tation process is described by an exponential function of temperature and the conductivity
may accordingly reach appreciable values at higher temperatures.

It should be noted that insulators are really special cases of semiconductors, distin-
guished by a much larger size of Eg. Note that for many purposes the Fermi level (EF)
of insulators and semiconductors are postulated to be located midway between VB and CB.

Half metals
Half metals constitute an unique class of magnetic materials in which one of the spin chan-
nels (usually postulated as the majority-spin channel) has metallic character and the other
spin channel has insulating (semiconducting) character with a distinct band gap extending
from the top of the highest filled energy level to the lowest empty energy level (at 0 K).

4.2.2 Density of states

An important description of the electronic structure for many purposes is provided by
the density of states (DOS) which is another way to visualize and analyze the electronic
structure. In a DOS diagram the abscissa axis is usually chosen as energy and the ordinate
axis is the number of eigenvalues (states) at a particular energy level. The energy scale is
conveniently chosen so that the EF is located at zero energy.

ρ(E) =
1

Nk

∑
i,k

δ(εi,k − E) =
Ω

(2π)d

∫
BZ

dkδ(εi,k − E). (4.2)

Assuming independent-particle states, and taking εi,k as the energy of an electron, Eq.4.2
provides the number of independent-particle states per unit energy. The DOS provides
us with the ground-state electronic structure of a given material and helps us to classify
materials in the categories metals, insulators, semiconductors and half metals.

For example, Fig. 4.1 presents the electronic structure of Ca3Co2O6 in various magnetic
configurations. In the ground-state ferrimagnetic configuration, Ca3Co2O6 has a distinct
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Figure 4.1: Total density of states plots for Ca3Co2O6 in different magnetic
configurations.

number of states at the EF implying metallic character. On the other hand, in the higher-
energy ferromagnetic configuration, the majority-spin channel still exhibits electronic states
at EF whereas the minority-spin channel shows an energy gap of around 1.15 eV, imply-
ing half-metallic character. Further, in the paramagnetic configuration, both majority- and
minority-spin channels show gaps of around 0.29 eV, indicating semiconducting behavior.
It is worthwhile to note here that we can also extract excited state properties of a material
from the DOS and derived quantities thereof.

4.3 Bonding Characteristics

The stable structures of solids are most naturally considered in terms of the electronic
ground state which determines the bonding of nuclei. The lowest energy state of the elec-
trons determines the location of the nuclei in space and, conversely, the spatial structure of
nuclei provides the external potential that determines the Schrödinger equation for the elec-
trons. When atoms combine to form a solid, the repulsion between the positive ion cores of
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the atoms is overcome by the attractive forces of the valence electrons that holds the mate-
rial together. While the ion cores occupy fixed positions (in the structural framework) the
valence electrons “whiz” around and between them, forming a kind of electrostatic glue
known as “bonding”.

4.3.1 Types of bonding

Bonding in materials is classified according to the four idealized types of bond.

Ionic bonding
Ionic bonding is found in compounds formed by combination of elements with a large dif-
ference in electronegativity. This type of bonding occurs when some of the valence electrons
from one atomic species are donated wholesale to another atomic species. The ionic systems
can be characterized by charge transfer to form closed-shell ions, often leading to structures
with the larger sized anions in close-packed arrangements and small cations in intermedi-
ate positions to maximize Coulomb attraction (or minimize anion-anion repulsion). Unlike
the other bonding types the idealized ionic bonding can be understood and rationalized in
terms of the Coulomb law from classical physics. The cohesive energy for an idealized ionic
compound is completely determined by the attractive and repulsive forces between the ions.

Covalent bonding
Covalent bond can only be accounted for in terms of quantum mechanical concepts. This
type of bonding involves a complete change of electronic states from, say, isolated atom (or
ion) to well-defined bonding states in solids. Covalent bonds are directional bonds that re-
sult from the formation of localized electronic states with pairing of electrons. One of the
main requirements for a covalent bond to be formed is the presence of degenerate energy
levels of the constituents so that they can be shared between the constituents. (The essential
feature is pairing process whether or not a pair of electrons are involved).

Metallic bonding
Metallic bonding is visualized as itinerant conduction electrons spread among the ion cores
forming homogeneous electron gas. Unlike in covalent bonds, the electronic states are es-
sentially delocalized but the crucial features of the covalent bonding (viz. the paired dis-
tribution of electrons) is the same. Metals are usually good conductors because there is no
energy gap for electronic excitation, when the bands are partially filled they can easily ac-
cept different number of electrons which can drift easily between the ion cores. This also
enables metals to form alloys among atoms with different valency.

Van der Waals bonding
Van der Waals bonding is sometimes referred to as closed-shell bonding and may be exem-
plified by rare gas and molecular solids. Phases with van der Walls bonding have electronic
states qualitatively similar to those of free atoms, weak van der Waals attraction being bal-
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Figure 4.2: Illustration of (a) majority-spin and (b) minority-spin band-
structures of one type of Mn in the ferrimagnetic insulator YBaMn2O5. The
dz2 orbital is highlighted with fat band notation.

anced by repulsion from orbital overlap.

Hydrogen bonding, which is thought to be crucial within many molecules and of impor-
tant biological activity, is not considered here.

The bonding in a real material is, in general, a combination of all three main types de-
scribed above. For example, in a metal there can be directional covalent bonding as well
as contributions of ionic character due to local charge transfer. In this thesis, we will see a
generous number of systems displaying an admixture of the different types of bonding.

The challenge for electronic-structure theory is to provide universal methods that can
accurately describe real systems. A theoretical method must not be limited to any particular
type of bonding, otherwise it would be rather unproductive. The theory should provide
understanding, and not merely numerical values for more or less well-chosen parameters.
Different analytical tools (based on DFT) used to visualize and characterize different types
of bonding in this thesis are described below.

4.3.2 Partial density of states

Band structures and density of states are common tools for investigating the physical
properties of solids. In order to obtain a more local picture of bonding, one can use projected
band structure (“fat bands” which display the contribution of one given atom (or one given
atomic orbital) in each band for selected directions in reciprocal space (see for example,
Fig. 4.2 where dz2 orbital in one of the Mn atoms in YBaMn2O5 is shown as fat band). DOS
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Figure 4.3: Site-decomposed density of states plots for (a) ionic BaO, (b) cova-
lent SiO2, and (c) semi-covalent BeO. The horizontal dotted line marks (EF).
The region below EF is the valence band and above EF is the conduction
band.

plots, on the other hand, allow one to calculate atomic gross contributions to the bonding
in the whole Brillouin zone. Since the materials studied in this project are mostly multi-
component with large number of atoms, analysis of their electronic structure by means of
“fat bands” becomes cumbersome. Hence we have mainly preferred DOS analysis.

The site-projected DOS gives an overview picture of the nature of the bonding between
the constituents of a solid. By studying the electronic DOS decomposed according to site and
angular momentum one can, in principle, distinguish between ionic and covalent bonding
in a compound. If the bonding is strongly ionic, there is little mixing of states from one
atom into states of other atoms [see, Fig. 4.3a, where the Ba and O states in BaO are well
separated from each other]. If the bonding is primarily covalent, the states of different atoms
are mixed together and one would expect to find similar decomposed state densities for all
sites [32]. When two atoms interact, their states hybridize with one another to form bonding
and antibonding states. Only when the valence states of the constituents are approximately
degenerate, does a strong covalent hybridization occur. For SiO2 in Fig. 4.3b one can see
the Si and O states in the same energy region, indicating energetic degeneracy and hence,
the covalent interaction. The hybridization between the d electrons of the transition metal
with the s and p electrons of the main group elements lead to sp-d bonding and antibonding
hybrids, as well as nonbonding d states. Filling of bonding orbitals increases bond strength,
filling non-bonding orbitals has little effect, whereas filling antibonding orbitals reduces the
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Figure 4.4: Crystal orbital Hamiltonian population plotted for BaO, SiO2 and
BeO. The vertical dotted line indicates the Fermi level.

bond strength. In Fig. 4.3c we display the DOS for the semi-covalent case BeO which exhibits
mainly covalent bonding with a woof of ionic bonding interaction.

One of the main tasks of this project has been the study of mixed-valent transition-metal
oxides. In order to determine the actual valence states of elements and thereby explore the
difference between formal and actual valence states, orbital-decomposed DOS is particularly
useful. The orbital-projected DOS provides the occupation of different orbitals with respect
to energy. Hence the higher energy orbitals which lead to orbital ordering can be explored
(see various publications of this thesis).

4.3.3 Crystal-orbital-Hamiltonian-population (COHP) plot

Another useful tool to distinguish bonding, antibonding, and nonbonding interaction
between atoms is the crystal-orbital population. According to this COHP concept, negative
COHP values indicate bonding, positive values antibonding, and zero COHP together with
finite DOS values suggests nonbonding states. COHP is a quite meaningful way to measure
the effective strength of bond interactions. It is calculated by weighing the crystal-orbital-
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overlap-population with crystal-orbital eigenvalues. Since the latter is less basis-set depen-
dent, COHP should be appropriate in cases with highly degenerated systems. A detailed
description of the COHP method can be found in Ref. [33].

The COHP contours should reflect the number of states in a particular energy interval.
The integrated COHP (ICOHP) up to the EF represents the total overlap population of the
bonds concerned and this can be taken as a measure of bond strength. For example the
ICOHP values (from Fig. 4.4) for BaO, SiO2, and BeO are 0.54, 2.08, and 1.77, respectively.
It should be noted that COHP analysis provides the location of bonding, antibonding, and
nonbonding electrons. In order to establish the nature of bonding, COHP should be com-
bined with site-decomposed DOS and other bonding-analysis tools.

4.3.4 Charge-density plot

The electron density ρ(r) plays a fundamental role in the theory and understanding of
systems comprised of electrons and nuclei. Since it is the fundamental quantity in the DFT
calculations, an understanding of different bonding can be obtained by plotting the charge
density distribution in real space. Fig. 4.5a depicts a typical example of ionic bonding in
NaCl; Na+ exhibits reduced charge density whereas Cl− rules over the enhanced charge
density. Fig. 4.5b reproduces covalently bonded Si with significant charge density mid way
between the Si atoms. In metallic Al charges are seen to be homogenously distributed in the
interstitial region (Fig. 4.5c).

The charge density is in principle, an indicator for the chemical bonding in a given sys-
tem, but comes normally out as rather featureless, with charge maxima around the atoms,
similar to the charge density for overlapping free atoms. Moreover, it gives the overall
charge density including contributions from non-bonding electrons. Hence, one needs ad-
ditional tools for analysis of the bonding character in the real materials.

4.3.5 Charge-transfer plot

If one now (instead of charge density) displays the difference between the electron den-
sity of the compound and the electron density of the constituent atoms (viz. difference be-
tween the crystal density and that of a sum of superimposed neutral spherical atoms), one
obtains an impression of how electrons are shifted around when the solid is formed. This
allows one to see how the actual chemical bond is formed in the real space. Mathematically
the charge-transfer density is the self-consistent electron density of a solid in a particular
plane (ρcomp.), minus the electron density of the corresponding free atoms (ρf.a.) in an iden-
tical structural arrangement,

Δρ(r) = ρ(r)comp. − ρ(r)f.a., (4.3)

which allows one to visualize how electrons are redistributed in a particular plane of the
structure compared to free atoms.
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Figure 4.5: Charge-density plots for (a) ionic NaCl, (b) covalent Si, and (c)
metallic Al. Charge transfer and electron localization function (ELF) plots are
shown in the same order for the above materials in (d), (e), (f) and (g), (h), (i),
respectively.

Fig. 2(d−f) shows the charge transfer in ionic NaCl, covalent Si, and metallic Al, re-
spectively. The negative charge-transfer around Na and positive charge-transfer around Cl
indicate the transfer of charges from Na to Cl while forming ionic bonding. On the other
hand, in the Si case charge has been transferred to the mid-way region between the Si atoms.
An experimental charge difference plot based on scattering by x-rays and high-energy elec-
trons [34] has been found to provide a fully comparable picture with theoretical charge-
transfer plot. This suggests that the charge transfer plot may be a very valuable tool to
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visualize bonds, in particular covalent bonds. In metallic Al, we can see that Al has lost
electrons to the interstitial regions. Unlike the other two types of bonding, the directional-
character of covalent bonding is clearly exposed from charge-density and charge-transfer
plots.

In addition, attention may be drawn to the charge difference plotted between LiCr3O8

and Cr3O8 in the same structural arrangement (Fig. 8 in Paper.VII). Such plots have proved
very useful to analyze the effect of Li-intercalation in Cr3O8, viz, changes in the lattice,
bonding character etc as Li enters the Cr3O8 lattice. Such an analysis throws some light
on the usefulness of LiCr3O8 and Cr3O8 as cathode materials in the rechargeable Li-ion
batteries.

4.3.6 Electron-localization function

ELF provides a measure of the local influence of Pauli repulsion on the behavior of elec-
trons and permits the mapping in real space of core, bonding and non-bonding regions in
a crystal [35]. ELF is a ground-state property which discriminates between different kinds
of bonding interaction for the constituents of a solid [35, 36, 37]. In the implementation for
DFT, this quantity depends on the excess of local kinetic energy tp originating from the Pauli
principle.

ELF = {1 + [tp(r)/tp,h(ρ(r))]2}−1 (4.4)

where:
tp = τ − 1/8[(∇ρ)2/ρ] (4.5)

is the Pauli-kinetic-energy density of a closed-shell system. (∇ρ)2/(8ρ) is the kinetic energy
density of a bosonic-like system, where orbitals are occupied proportional to

√
ρ. tp is always

positive, and for an assembly of fermions, it describes the additional kinetic energy density
required to satisfy the Pauli principle. The total electron density (ρ)

ρ =
n∑
i

|ψi|2 (4.6)

as well as the kinetic energy density(τ )

τ = 1/2
n∑
i

|∇ψi|2 (4.7)

are computed from the orbitals ψi, the index i running over all occupied orbitals.
According to Eqn. 4.4, the ELF takes the value one either for a single-electron wave func-

tion or for a two-electron-singlet wave function. In a many-electron system ELF is close to
one in regions where electrons are paired such as in covalent bonds, or for lone electrons
(dangling bonds) while the ELF is small in regions with low density of electrons. In a homo-
geneous electron gas ELF equals 0.5 at any electron density, and ELF values of this order in
homogeneous systems indicates regions where the bonding has metallic character. The ELF
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distribution for the typical examples of bonding discussed above are shown in Fig. 4.5(g−i).
For the NaCl case ELF is around 0.8 at the Cl site and only a non significant ELF value is
found at the Na site, thus clearly reflecting ionic bonding. In the Si case, a ELF value just
below 1 is found where the shared electrons are located between the Si atoms. In the Al
case, maximum values of ELF∼0.5 are found in the interstitial region where the delocalized
electrons rule.

In addition to these tools, bonding interaction has been analyzed with the help of con-
cepts like “atoms-in-molecule´´ of Bader [38] and Born-effective charges [39, 40]. These
method provide a somewhat quantitative measure of charges present in each atomic site
in a lattice. From the thus calculated values we can draw conclusions on nature of bonding
as well as valence states of individual constituents. A brief description of these methods and
the resulting analysis are dealt with in Publications IV and XI, respectively.
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CHAPTER 5

Excited-state Properties

I will love the light for it shows me the way, yet I will
endure the darkness for it shows me the stars.

Og Mandino

A common physical phenomena such as magnetism required the development of civi-
lization to proceed whereas the much more elementary concept of light appeared be-

fore mankind−the first primitive experiments can be traced back to the taming of fire by
man. However, it was first after the renaissance that mankind started to consider light as a
scientific matter of importance.

Dielectric functions and conductivity are the most important response functions in con-
densed matter physics because they determine the optical properties of materials, electrical
conductivity, and a host of technological applications. In addition, optical spectra are per-
haps the most widespread tools for studying the electronic excitations themselves. With
the preceding chapters as a background we will now proceed to the study of excited-state
properties.

5.1 Excitations in Density-Functional Theory

Excitations in condensed matter are usually small perturbations on the entire system.
Using perturbation techniques, one can calculate excitation spectra and the real and imagi-
nary parts of the response function. Nevertheless, one needs to know the ground state, since
the excitations are perturbations on the ground state.

Spectroscopic techniques such as photoemission spectroscopy are very common in the
study of ground-state properties of materials. In photoemission spectroscopy, high-energy
photons are bombarded on a system, producing a current of photoelectrons. The energy of
these photoelectrons is a measure of their binding energy in the material. The higher the
energy of photons or electrons, the more is the perturbation of the ground-state electronic
structure.
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In general, if the perturbation due to the experimental procedure is kept to a minimum,
then the results will more closely reflect the ground state of the system. This criterion is
satisfied in optical spectroscopy since the energy involved in the excitations is a couple of
tens of eV and both the initial and final states belong to the valence bands. However, the
resulting spectrum will have a complicated dependence on the dispersion, which makes
interpretation difficult and very indirect.

Using modern band-structure calculations, the problem of deconvoluting the optical
spectra can be avoided. Instead, a calculated version of the optical spectrum for a sys-
tem is derived, and if the agreement between experiment and theory is good, the origin of
the peaks in the spectrum can be easily extracted from the parameters used to calculate the
spectrum. Moreover, if several models of the ground-state electronic structure exist for a
system, optical spectra can be calculated for these different models, and compared with the
experimental spectrum. Thus a particular model can be validated.

The calculation of DOS, band structures, photo-emission spectra and optical properties
using DFT relies on the identification of the KS eigenvalues (eigenfunctions) with the true
eigenvalues (eigenfunctions). DFT is often quoted to be a ground-state theory and it is usu-
ally believed that it has little bearing on excited states. However, this is not correct. A
basic consequence of the Hohenberg-Kohn theorems is that the ground-state density actu-
ally determines the Hamiltonian of the system. The reason is that the external potential
(which is the only operator in the Hamiltonian that differs from system to system) is given
by the ground-state density. Since the Hamiltonian completely characterizes all states of
the system, the ground state density determines not only ground-state but also the excited
states [41].

In spite of the above fact, it may be argued that the KS eigenvalues and eigenfunctions
are just artificial constructions resulting from the one-particle approximation. However, the
KS orbital eigen values are not completely devoid of physical meaning [41]. Their difference
is a well defined approximation to the excitation energies in the electron-electron interaction
of zeroth order.

5.2 Definition of the Conductivity Tensor

The phenomenological formulation of Maxwell’s equations in the presence of polariz-
able or conducting media can be cast in terms of the complex frequency-dependent dielec-
tric function ε(ω) or conductivity σ(ω). When a system is subjected to a time-dependent
electric field E(r,t), an induced charge current J(r,t) will appear as a response. In the linear
approximation, the relationship becomes:

J(r, t) =
∫

d3r′
∫ t

−∞
dtσ(r, r′, t, t′)E(r′, t′) (5.1)

where the kernel σ (r,r′,t,t′) is called the conductivity. In an isotropic material, J and E are
parallel, and the conductivity can be described by a scalar. However, in a real crystal, the
two fields will not be parallel, and in this case the conductivity is a tensor of rank two.
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If the properties of the crystal do not change with time, the conductivity will only depend
on the time difference t−t′. Furthermore, when translational symmetry is present, the spatial
dependence will follow r− r′, viz. described by a vector in the Wigner-Seitz cell. We can
then Fourier transform over both space and time, which gives the much simpler relationship

J(ω,q) = σ(ω,q)E(ω,q) (5.2)

where ω corresponds to the frequency of a plane electromagnetic wave and q is a crystal
wave vector in the first Brillouin zone, and corresponds to the momentum transfer in the
excitation of the electrons by the photon, i.e., it is the photon momentum.

In the optical energy range, q is very small compared to the momentum of the electrons,
and is therefore often neglected. For finite q, one can divide the conductivity into a transver-
sal and a longitudinal part, depending on the relative orientation of q and E [42]. Here, we
are only interested in the limit q→0, where this distinction disappears.

An equivalent relationship can be obtained for the unitless dielectric function ε(ω,q), the
relation between this entity and the conductivity being

σij(ω,q) =
iω

4π
[δαβ − εαβ(ω,q)] (5.3)

in electrostatic units, which is the unit system used in this chapter, and i, j are Cartesian
coordinate indices. A discussion of optical properties can be done using either of these
tensors.

5.2.1 Symmetry considerations

The optical conductivity tensor is symmetric in the absence of a magnetic field. In a co-
ordinate system based on the principal axes, the conductivity tensor becomes diagonal. For
crystals with high symmetry, some components will be equal. For example, cubic crystals
have equal diagonal elements, and the tensor will have the same properties as a scalar. The
presence of a magnetic field will change the symmetry properties of the conductivity tensor.
It is no longer symmetric. However, the number of independent terms does not increase.
As an explicit example, we take the case with the magnetic moment along the z direction,
and with at least three-fold rotation symmetry around the z axis. The form of the optical
conductivity tensor then becomes:

σ =

⎛
⎝ σxx σxy 0

−σxy σxx 0
0 0 σzz

⎞
⎠ (5.4)

The Kubo formula [43] provides the link between band structure calculations and the
macroscopic theory outlined above. A detailed derivation is given in Ref. [44]. The Kubo
formula for the conductivity at finite temperature is,

σab(q, ω) = −Ne2

imω
δab +

1
h̄ω

∫ 0

−∞
dt〈[ja(q, 0), jb(−q, t)]〉0e−iωt, (5.5)
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where a and b are Cartesian coordinate indices, N is the number of electrons per unit vol-
ume, and jb(q,t) is a component of the electron current operator in the interaction represen-
tation. The symbol 〈〉0 around the commutator indicates a thermodynamic average with the
equilibrium distribution function. This just means that we take the sum over all states |n〉,
weighted with the occupation.

Expanding the commutator, putting in the identity operator
∑

n′ |n′〉〈n′| between the
two current operators, transforming jβ(−q,t) to Schrödinger representation, and taking the
limit of direct transitions, q→0 gives,

σαβ(ω) =
1

h̄ω

1
Z

∑
nn′

e−βεn

∫ 0

−∞
dt(〈n|jα|n′〉〈n′|jβ |n〉eiωn′nt−〈n|jβ |n′〉〈n′|jα|n〉e−iωn′nt)(e−iωt−1),

(5.6)
where h̄ωn′n = εn′ − εn and

∑
nn′ e−βεn is the partition function (β = 1/kBT and εn is the en-

ergy of state |n〉). The integral over time can be calculated by introducing a positive damp-
ing factor which results in Lorentzian broadening of the states, simulating finite lifetimes.
The absorbed photon therefore may have slightly higher or smaller energy than the energy
difference between the states.

The states |n〉 and |n′〉 are many-body states. In the one-particle approximation, the only
matrix elements contributing are those between an occupied Bloch state and one that is
unoccupied. This means that the sum over many-body states can be replaced by the sum
over one-particle states. Thus, |n〉 can be thought of as denoting occupied one-particle states,
whereas |n′〉 refers unoccupied one-particle states.

The relation between the current and momentum operators, j = (e/m)p, and the zero
temperature limit are taken into account. Furthermore, our wavefunctions are Bloch func-
tions and thus depend not only on r but also on crystal momentum k. Therefore we have
to integrate also over reciprocal space. The real, (or absorptive) part of the conductivity
denoted σ

(1)
αβ (ω), can thus be written as,

σ
(1)
ab (ω) =

V e2

8π2h̄m2ω

∑
nn′

∫
d3k〈kn|pa|kn′〉〈kn′|pb|kn〉×fkn(1−fkn′)δ(εkn′ − εkn− h̄ω). (5.7)

where εkn is the energy eigenvalue corresponding to eigenfunction |kn ′〉, and V/(8π2) is the
normalization constant for the integral over reciprocal space, which is performed using the
tetrahedron method. In this formula, the division between occupied and unoccupied states
is taken care of through their Fermi distribution functions fkn and fkn′ .

We now have a formula for the absorptive part of the conductivity. In order to calculate
reflectivity of Kerr spectra, we also need the imaginary (or dispersive) part. This part of
the conductivity denoted as σ

(2)
ab (ω) can be calculated from the absorptive part using the

Kramers-Kronig (KK) transformation since the absorptive and dispersive components of
the conductivity are interdependent through the KK relations. These relations are based on
the assumption that no current can respond to the electric field before the electric field has
arrived, i.e., cause precedes the effect (also known as causality theorem).
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5.2.2 Broadening

In order to compare the calculated optical spectra with experimental data, it is often
necessary to perform broadening, thus simulating the physical mechanisms, which give
the smearing of the experimental spectra. The most important effect is probably the finite
lifetime of the excited states. Other contributions include temperature effects, indirect tran-
sitions, and experimental resolution.

The effect of finite lifetimes can be simulated by convoluting the absorptive conductivity
spectrum obtained by Eq. 5.7 with a Lorentzian. The lifetimes are state dependent, since
high-lying excited-energy states are found to be more unstable and to have shorter lifetimes
than the lower-lying ones. Thus, in principle the width of the Lorentizian should be function
of the states involved in the excitation.

Smearing due to temperature effects, indirect transitions and experimental resolution
may all together be simulated by convoluting the spectrum with a Gaussian. Naturally,
resolution broadening should be performed on the final spectrum, e.g., the reflectivity. In
the other cases, it is always safe to perform the broadening on the absorptive spectrum. If the
broadening is performed with a constant width, it can also be performed on the dispersive
spectrum separately.

5.2.3 Indirect interband and intraband contributions

The expression for the conductivity in Eq. 5.7, only takes direct interband transitions into
account. In addition to these transitions, there are indirect interband and intraband transitions.
Indirect transitions result from momentum conserving interaction between the electronic
excitation and lattice imperfections, notably phonons. The effect of the indirect interband
transitions is only a slight broadening of the structures in the optical spectra. If the material
has an indirect energy gap, the optical gap will obtain a “foot". The calculated optical di-
electric tensor for the case of ferrimagnetic YBaMn2O5 (Fig. 5.1)displays such a “foot" from
0 to 1 eV due to an indirect band gap.

Intraband transitions can not take place in a material with a band gap (insulator or semi-
conductor) since no bands are partially occupied. The opposite is true for metals where
low-energy intraband transitions constitute an important part of the total response for the
diagonal components of the conductivity tensor. They are usually modeled with the Drude
formula (which is based on the free-electron model):

σD(ω) =
ω2

P

4π(γD − iω)
(5.8)

where γD is the inverse relaxation time and ωP is the (unscreened) plasma frequency. The
plasma frequency can be calculated by integrating over the Fermi surface and can thus be
predicted from band-structure calculations. In the free-electron model, the relation between
the plasma frequency and the number of electrons per unit volume N is given by

ω2
P =

4πNe2

m
, (5.9)
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Figure 5.1: Imaginary (upper panel) and real (lower panel) part of the opti-
cal dielectric tensor for ferrimagnetic YBaMn2O5 along the crystallographic
a and c directions.

which can be used as a definition of the effective number of electrons Neff per unit volume.
The other Drude parameter, γD, may change from sample to sample of a given material,
since it depends on the amount of impurities and dislocations.

5.3 Extracts of theory of optics

Experimental optical results are reported in the form of reflectivity spectra, energy loss,
absorption, refractive indices, and changes in the direction of polarization upon reflection or
transmittance. In order to compare calculated and measured spectra, the relations between
the conductivity tensor and these quantities must be known. It is useful to start from the
expression for a plane wave

E(r, t) = E0e
i(ωt+bfkṙ). (5.10)

In the following formulae, the Cartesian coordinate subscripts and the functional depen-
dence on ω have been suppressed.
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5.3.1 Index of refraction

When a plane wave is propagating through a material, the velocity of propagation is
different from that of vacuum, and the amplitude may be attenuated. These effects can
be described by replacing the wave vector k in the plane wave by Nk. The function N is
the (complex) index of refraction, written as N = n + ik, where n is called the (real) index of
refraction and k the extinction coefficient. The relation between N and the dielectric function
is simply

N2 = ε (5.11)

which follows from Maxwell’s equations. Using the relation Eq. 5.3, N can be calculated
from the conductivity.

5.3.2 Reflectivity

The reflectivity is the ratio between the incident and reflected light intensities. Since the
intensity is proportional to the square of the wave amplitude, this can be written as

R = r ∗ r (5.12)

where r is called the reflection coefficient and is the complex ratio between the incident and
the reflected electric field of the plane wave. For a normal incidence, the reflection coefficient
is given by [45]

r =
N − 1
N + 1

(5.13)

and the reflectivity becomes

R =

∣∣∣∣∣(N − 1)
(N + 1)

2
∣∣∣∣∣ . (5.14)

5.3.3 Absorption coefficient

The absorption coefficient α is defined as

α = −1
I

dI

dr
(5.15)

where I is the intensity of the plane wave at a distance r inside the material. By differentia-
tion of I expressed using the plane wave, one finds that α is proportional to the imaginary
part of the refractive index times the frequency:

α =
2ωk

c
. (5.16)
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5.3.4 Energy loss

When a beam of mono-energetic electrons impinges on a solid, excitations in the solid,
(e.g., plasmon excitations or interband transitions) result in energy losses of the electron
beam. In this case, the electric field causing the response is in the direction of propagation
of the beam, and not perpendicular to it, as is the case for photons. From dielectric theory
one can show that the energy loss of the electron beam is proportional to the energy loss
function L, which is defined as

L = −Im
1
ε
. (5.17)

5.4 A note on spin-orbit coupling

The spin-orbit coupling is important for heavier elements and is required in the calcula-
tion of the magneto-optical effects. The spin-orbit coupling term is written as,

ξ(r)l · s (5.18)

where ξ is the spin-orbit coupling strength

ξ(r) =
1

2m2c2

1
r

dV

dr
. (5.19)

Normally, spin-orbit interaction is included in the calculational scheme by incorporating
this term in the calculation of the Hamiltonian matrix elements inside the muffin-tin spheres.
The operator l · s = lxsx + lysy + lzsz can be rewritten using ladder operators as s± = sx±isy

and l± = lx ± ily . The spin-ladder operators act on the spin components, for example s±
will turn spin down into spin up. Similarly, the orbital-ladder operator acts on the spherical
harmonics, increasing or decreasing the magnetic quantum number m by one.

Therefore, direct inclusion of spin-orbit coupling doubles the size of the matrix to be
diagonalized since spin up and spin down are mixed. In the LMTO methods relatively little
time is consumed for matrix diagonalization. However, in the case of LAPW method, the
matrices are large and diagonalisation of them requires substantial computational efforts.
Therefore, spin-orbit is usually included as a second variational step, which is workable as
long as the coupling is not too large.

5.5 Calculation of Magneto-Optical Properties

Plane-polarized light, when reflected from a metal surface or transmitted through a thin
film with non-zero magnetization, will become elliptically polarized, with its major axis
slightly rotated with respect to the original direction. The effect due to transmission is called
the MO Faraday effect, and that due to reflection is known as the MO Kerr effect (MOKE) [46,
47]. The Kerr effect exists in several different geometries. Of these, the polar Kerr effect (for
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which the direction of the macroscopic magnetization of the ferromagnetic material and
the propagation direction of the linearly polarized incident light-beam are perpendicular
to the plane of the surface) is by far the largest. Therefore the polar-Kerr geometry is the
most interesting in connection with technological applications. Hence, we performed our
theoretical investigations for the polar Kerr effect only. With the magnetic moment in the
[001] direction of say, a hexagonal crystal, the optical conductivity tensor will take the form
of Eq. 5.4.

Consider a plane-polarized light beam traveling in the z direction which is parallel to
the magnetization direction M. This light beam can be resolved into two circularly polar-
ized beams with the spinning direction of the corresponding electric field parallel and an-
tiparallel to M. We use the sign convention in which right-circular polarized (RCP) light
has its electric field vector E rotating in a clockwise sense at a given point in space. The
signs of Faraday rotation θF and Kerr rotation θK are positive for a clockwise rotation of the
axes of the polarization ellipse, as viewed by an observer who looks in +z direction when
the incoming linearly polarized light from a source is traveling along the +z direction. For
the polar geometry, the Kerr rotation and ellipticity are related to the optical conductivity
through the following relation,

1 + tan(ηK)
1 − tan(ηK)

e2iθK =
(1 + n+)(1 − n−)
(1 − n+)(1 + n−)

, (5.20)

where n2
± are eigenvalues of the dielectric tensor corresponding to Eq. 5.4. In terms of con-

ductivities, they are

n2
± = 1 +

4πi

ω
(σxx ± iσxy). (5.21)

For small Kerr angles, Eq. 5.20 can be simplified [48] to

θK + iηK =
−σxy

σxx

√
1 + 4πi

ω σxx

. (5.22)

The magnetic circular birefringence, also called the Faraday rotation θF, describes the rota-
tion of the polarized plane of linearly polarized light on transmission through matter mag-
netized in the direction of the light propagation. Similarly, the Faraday ellipticity ηF , which
is also known as the magnetic circular dichroism, is proportional to the difference of the
absorption for right- and left-handed circularly polarized light [47]. Thus, these quantities
are simply given [49] by:

θF + iηF =
ωd

2c
(n+ − n−) , (5.23)

where c is the velocity of light in vacuum, and d is the thickness of the film material under
investigation.
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Figure 5.2: The calculated polar Kerr rotation (θK), Kerr ellipticity (εK), Fara-
day rotation (θF ), and Faraday ellipticity (εF ) spectra for Ba2FeBO6 with B =
Mo, W, and Re.

We have performed extensive calculations on magneto-optical properties for A2FeBO6

(A = Ca, Sr, Ba; B = Mo, W, and Re) and found that most of the compounds in that series have
very high Kerr and Faraday rotations at 0 K. Readers can observe the large magneto-optical
effects (of the order of ∼1.5◦ Kerr and 2−4◦ Faraday rotation) for Ba2FeBO6 (B = Mo, W, and
Re) as exemplified in Fig. 5.3. It is worthwhile to recall here that Kerr rotation value of ∼2.5◦

has been observed for one of the Heusler alloys, PtMnSb [50]. However, we believe that our
finding of large magneto-optical values may be the highest for any oxide material. As these
compounds have magnetic transition temperature (TC) around 400 K and also half-metallic
electronic structure, we anticipate that they may have important technological applications
(Publication IVX).

5.5.1 Magneto-optical figure-of-merit

In order to extract the written information in a MO medium easily, and to make the
signal-to-noise ratio as high as possible, the MO figure of merit (FOM) [51] should be large.
FOM is defined [52] as,

FOM ≈
√

R(θ2
K + ε2

K), (5.24)

where R is reflectivity and θK and εK are as defined earlier. FOM is often used to character-
ize and evaluate the performance of a MO medium fabricated by different manufacturers.
However, FOM depends on the structure on to which the magnetic material is embedded, a
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Figure 5.3: Magneto-optical figure-of-merit for A2FeBO6 with B = Mo, W,
and Re.

large FOM value is one of the many indications for applicability of MO materials. The FOM
values calculated for the double perovskites A2FeBO6 (A = Ca, Sr, Ba; B = Mo, Re, and
W) compounds are comparable with that for the well-known MO material PtMnSb, and we
believe that these large FOM values can motivate more experimental MO studies on these
compounds.

5.6 Calculation of XANES

We have computed x-ray absorption spectra in this project for systems like YBaMn2O5

and CaRuO3, within the dipole approximation from the FPLAPW (Wien2K) partial DOS
along the lines described by Neckel et al. [53] The intensity I(ω) = E − Ec arising from
transitions from initial VB states (energy E and and angular momentum �) to a final core
state (Ec,�′) is given by:

Iτn′l′(ω)
ω3

=
∑



W′M
2
τ (�, n′�′, E)Dτ

 (E)δ(E − Ecore
n′′ − h̄ω) (5.25)
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where the matrix elements are given by

M2
τ (�, n′�′, E) =

[∫ Rτ

0 P τ
 (r,E)rPn′prime(r)dr

]2

∫ Rτ

0 Pτ (r,E)2dr

n′ and �′ represent principal and angular momentum quantum numbers for the core states,
Dτ

 (E) is the partial DOS of atom τ with angular momentum �; P τ
 and Rτ being the radial

wave function and atomic sphere radius of atom τ . The transition coefficient W′ can be
calculated analytically according to the equation,

W′ =
� + 1
2� + 1

δ,′−1 +
�

2� − 1
δ,′+1

For absorption spectra Dτ
 (E > EF ) = 0. To account for instrumental resolution and life-

time broadening of core and valence states we have broadened the calculated spectra using
a Lorentzian function with FWHM of 1 eV.
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CHAPTER 6

Magnetism and Spin Ordering

Imagination is more important than knowledge.
Albert Einstein

6.1 Magnetic classes

Inorganic solids that exhibit magnetic effects are characterized by having unpaired elec-
trons. It has long been known that such materials acquire a magnetic moment M when
exposed to a magnetic field H . The amount of induced magnetization of the material in an
applied field is given by,

M = χH (6.1)

(in general, M = χH) where χ is termed magnetic susceptibility. For a large special class of
materials the induced magnetic moment is oppositely aligned to the applied magnetic field
viz. χ < 0. This behavior is called diamagnetism which is omnipresent in every material in-
cluding the magnetic materials which are discussed below. Compared with the other forms
of magnetism the effect of diamagnetism is small.

The most important magnetic materials have non-zero atomic magnetic moments, i.e.,
each atom carries a magnetic moment. In large classes of materials these moments will be
uncorrelated (under certain conditions: notably in the absence of an external magnetic field),
and point randomly in arbitrary directions resulting in a zero net moment (Fig. 6.1a).

M =
∑

Mi = 0 (random; P state) (6.2)

where Mi is the magnetic moment of atom i. When a magnetic field of a certain magnitude
is applied, these atomic moments will be aligned by the applied field. The total moment
behaves according to the above equation with χ > 0 (in general with M and H as vectors
and χ as a tensor) and the magnetic susceptibility χ becomes a temperature function. Such
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(a) (b) (c)

(d) (e)

Figure 6.1: Schematic illustration of possible simple arrangements of atomic
magnetic moments in (a) paramagnetic, (b) ferromagnetic, (c) collinear an-
tiferromagnetic, (d) canted antiferromagnetic, and (e) ferrimagnetic order.
More exotic forms of co-operative magnetism like helimagnetism etc. are not
included since such arrangements are not found among the phases included
in this study.

materials are called paramagnetic materials. While the applied field favors alignment of
local moments in its direction, the thermal disordering effect opposes the alignment.

Another class of materials, known as ferromagnetic materials, do not need an external
magnetic field to get magnetized, they exhibit spontaneous magnetization [Fig. 6.1(b)].

M =
N∑
i

Mi = N ·Mi (F state) (6.3)

Among the pure elements Fe, Co, Ni, and some rare-earths provide examples of ferromag-
netic materials. At sufficiently high temperatures ferromagnetic materials transform into a
paramagnetic state and in the absence of a magnetic field their atomic magnetic moments
point in arbitrary directions, cancelling each other and resulting in zero net magnetization.
At the temperatures concerned the thermal fluctuations of the moments are so high that the
aligning tendency of the atomic moments is surmounted. When the temperature is reduced,
the interaction between oriented atomic moments start to compete with the thermal disor-
der effects. When the temperature is further reduced to a value known as Curie temperature
TC, a transition to the ferromagnetic state occurs. Below TC the interaction between non-zero
atomic moments overcomes the thermal fluctuations, resulting in a net spontaneous mag-
netic moment even without the application of an external field. The magnetic susceptibility
in the paramagnetic state is given by,

χ =
C

T − Θ
, for T > Θ ≈ TC (6.4)
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where C is named as the Curie constant and Θ the Weiss constant. The above equation is
named as the Curie-Weiss law.

Simple antiferromagnetic systems comprise oppositely aligned atomic magnetic mo-
ments, the vectorial sum of which becoming zero by symmetry, below an ordering temper-
ature known as the Néel temperature (TN).

M =
N∑
i

Mi = 0 (cancelling; AF state) (6.5)

Above TN the paramagnetism rules and the temperature variation of the magnetic suscep-
tibility is also in this case described by equation (2). The Weiss constant is related to TN by
TN ≈ −Θ.

A considerable amount of efforts has been made over the years to understand the ori-
gin of magnetism using both classical physics and quantum mechanics. It was eventually
Dirac’s relativistic quantum theory that explained the spin quantum state of electrons. The
spin magnetic moment can be regarded as an extra degree of freedom for the electron − it
can be either in a “spin up” or in a “spin down” configuration. The concept of spin falls
out naturally from the solutions of the eigenvalue problem and is intimately connected with
relativity. Electrons are treated as waves in quantum mechanics and the overlap of such
waves is reflected as an interaction between the spins of different electrons. If this so-called
“exchange interaction” is strong enough, the material will experience co-operative ordering
of the spin moments. A common way to handle such exchange interaction is to use the so-
called “mean field approximation” In this approach one spin is considered to be influenced
by the exchange interaction from the mean field from all other spins. After manipulation,
this initially fixed spin is released and treated so that it becomes on equal footing with the
other spins.

It should also be noted that the atomic moments comprise contributions from both the
spin magnetic moment and the orbital magnetic moment. The latter moment originates
from the orbiting of an electron (a charged species) around the positive nucleus (a source
of the electric field). The ground state of a free atom or ion (like rare-earth 4f ions) with
a perfect spherical symmetry has an orbital magnetic moment in accordance with Hund’s
second rule. For a 3d-transition-metal atom the electric field from neighboring atoms (the
crystal field effect) normally breaks the spherical symmetry conditions and the orbital mo-
ment becomes “quenched” and such an atom is said to obey the “spin-only” approximation.
When the spin-orbit interaction energy is introduced as an additional perturbation on the
system, the spin may, under certain conditions drag some orbital moment along with it [54].
If the sign of the interaction favors parallel orientation of the spin and orbital moments, then
the total moment will become larger than the spin-only value. Thus the spin-orbit coupling
removes parts of the quenching of the moments at the spin value and results in turn in a
directional preference of the spin moment.
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A−AF C−AF G−AF Ferri

Figure 6.2: Schematic diagram indicating possible different types of antifer-
romagnetic spin ordering in perovskite-like oxides.

6.2 Types of antiferromagnetic spin ordering

Since one of the aims of the present thesis has been to study transition-metal oxides,
performing calculations in the respective co-operative magnetic states has been mandatory.
Therefore, we have conducted theoretical simulations for paramagnetic (P), ferromagnetic
(F), and antiferromagnetic (AF) configurations of a given system. Sometimes, in addition to
the experimentally found or suggested magnetic states, we also considered other possible
magnetic orderings in order to obtain a broader platform for judgement of the magnetic
arrangement.

In perovskite-like oxides, the AF spin ordering can take different configurations accord-
ing to the inter- and intraplane spin-couplings as described below.

A-type AF:
This configuration occurs when the interplane coupling is antiferromagnetic and the intra-
plane coupling within (001) is ferromagnetic, [Fig. 6.2(a)]. (For example, undoped LaMnO3

with orthorhombic structure has an A-AF arrangement).

C-type AF:
This configuration is opposite to A-type ordering, i.e., the interplane coupling is ferromag-
netic and intraplane coupling is antiferromagnetic, forming a chain-like ordering [Fig. 6.2(b)].
(The orthorhombic LaCrO3 has and C-AF structure as its ground-state magnetic structure.)

G-type AF:
In this case, both inter- and intraplane couplings are AF [Fig. 6.2(c)]. [This kind of ordering
is commonly seen in RBaMn2O5 (R = Y and La; Publications I to V)].
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The orthorhombic perovskite-oxide SrRuO3 is found to be a ferromagnetic metal whereas
the magnetic ground-state of CaRuO3 is shrouded under controversy. In order to find out
the exact magnetic ground-state structure for CaRuO3, and to understand the reason for its
distinction from SrRuO3, we have considered all the above magnetic orderings for a series
of Sr1−xCaxRuO3 (x = 0, 1/4, 1/2, 3/4, and 1). We arrived at a conclusion that CaRuO3

has a spin-glass-like behavior. The results are dealt with in Publications (XII and XIII). We
have seen that based on these orderings, the electronic structure also undergoes noticeable
changes.

CE-type AF:
In this case the magnetic cell is a quadrupled chemical unit cell with zig-zag arranged F
chains of magnetic atoms that are AF coupled with nearest neighboring chains. In optimally
doped perovskites (e.g., La1−xSrxMnO3, x = 1/2), the most common magnetic order is the
CE-type AF order. However, as this type of ordering is computationally very demanding
(really too complex to handle), we have not considered it in our calculations.

Canted antiferromagnetic structure and non-collinear magnetic arrangements were not
included in our calculations.

Ferrimagnetic:
In ferrimagnetic (Ferri) ordering [Fig. 6.2(d)], the situation is basically the same as in a cor-
responding AF arrangement, but the atoms bearing opposite magnetic moments occur in
different quantities and/or their magnetic moments differ in size. As a consequence, the
moments do not compensate to give a resulting zero total moment for an individual crys-
tallite. The overall behavior of Ferri materials in a magnetic field is like that of F materi-
als [55]. In the present thesis, one finds several examples of Ferri systems. In YBaMn 2O5

(Publication I), the Ferri state results from differently-sized non-cancelling moments on two
crystallographically different Mn sites (formally Mn3+ and Mn4+). In Sr2FeMoO6 (Publi-
cation XIV), the oppositely arranged magnetic moments of Fe and Mo are of different size,
again leading to Ferri state. In the case of one-dimensional Ca3Co2O6, a triangular network
of Co-O chains are formed. The moments of Co are F aligned along the chains. For every
two F-aligned chains there is one AF-aligned chain resulting in a Ferri state.

6.3 Exchange interaction

If the magnetic species in a solid do not communicate with each other, Eq.(1) simplifies
to Curies Law in which Θ = 0 K and co-operative magnetic ordering is prohibited. Magnetic
exchange interaction in oxides does normally not involve communication via conduction
electrons. In most oxide cases the direct exchange interaction between the moment-carrying
transition-metal atoms is out of the question owing to the long metal-to-metal separations in
the crystal structure. The only example of a phase with probable direct exchange interaction
in this thesis is provided by Ca3Co2O6 (Publications X and XI). For the magnetic exchange
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Figure 6.3: Schematic illustration of double-exchange interaction between
Mn4+ and Mn3+ via an intermediate O2−.

information path in oxides one is accordingly left with indirect exchange interactions either
of the double- or super-exchange types.

6.3.1 Double-exchange interaction

In order to rationalize the spin-ordering phenomena and associated changes in electri-
cal conductivity in transition-metal oxides, the concept of double-, and super-exchange in-
teractions has been invoked. The most important interaction in magnetic materials is the
double-exchange interaction [56, 57]. Transition-metal atoms arranged in a periodic array
in a crystal lattice may be subjected to exchange interactions between the spins of unpaired
electrons associated with the atoms concerned. For a transition-metal atom contained in a
perovskite-type structure surrounded by six O atoms, the wave functions (orbitals) point-
ing toward the oxygen ions (dz2 and dx2−y2 , denoted as eg) have higher energy than those
pointing between them (dxy, dyz , and dzx, named t2g orbitals) [58]. When electrons occupy
these orbitals, the ground state is determined by the semiempirical Hund’s rule.

The spins of the eg electrons of a transition-metal atom are forced to be parallel to the
localized t2g spins (by the usually strong) Hund’s coupling JH. When an eg electron hops
between atoms, its spin wave function is coupled to the spin direction of the t2g spins at the
atom concerned. Therefore, the effective transfer integral (tij) is considered to be propor-
tional to cos(Θij/2), (where Θij is the angle between the two spin directions). The transfer
integral depends on the relative direction of the two spins: it takes a maximum value for
parallel spins and zero value for antiparallel spins. Therefore, the kinetic energy gain of
the electrons is maximized for parallel spin, which leads to the F interaction between the
spins and efficient transfer of electrons between the atoms. This mechanism is called double-
exchange interaction. For example, for a system containing Mn3+ and Mn4+ intervened by
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Figure 6.4: Schematic illustration of super-exchange interaction between two
Mn3+ via O2+.

an O2−, there is simultaneous transfer of one electron between Mn3+ and the neighboring
O2− and from thereon to Mn4+. The limiting configurations Mn3+-O2−-Mn4+ and Mn4+-
O2−-Mn3+ will be degenerate if the spins of the two d shells are parallel, and represents
the lowest energy state of the system at low temperature. It should be emphasized that the
F double-exchange interaction is characterized by short-range electron hopping between
atoms, and this process can be terminated at any point in the lattice and accordingly pre-
venting a three-dimensional conductivity. Double exchange always results in F configura-
tions unlike super-exchange which involves virtual electron transfer and frequently leads to
AF arrangements [59].

6.3.2 Super-exchange interaction

Super-exchange interaction is one of the processes by which coupling of magnetic mo-
ments promotes an AF state. For example, let us consider LaMnO3 where Mn3+ carry four
d electrons and O2− two p electrons. The half-filled eg orbital is oriented so as to point di-
rectly at adjacent oxygen atoms. The unpaired electron in the eg orbital of Mn3+ is able to
couple magnetically with electrons in the p orbitals on O2−. This coupling may well involve
the formation of an excited state in which the electron is transferred from the eg orbital to
the oxygen p orbital. The p orbitals of O2− contain two electrons each, which are mutually
coupled antiparallel. Hence, a chain coupling effect occurs which extends through the entire
crystal structure (Fig. 6.4). The net effect of this is that neighboring Mn3+ ion in LaMnO3

(along c direction), separated by intervening O2−, are coupled antiparallel [60]. The essen-
tial point in the super-exchange mechanism is that the spin moments of the transition-metal
atoms on opposite sides of an oxygen atom interact with each other through the p orbital of
the latter. The super-exchange interaction is expected to be the strongest for a bond angle
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of 180o. The difference between double- and super-exchange lies basically on the filling of
intermediate oxygen p orbital, the valence-state of the transition-metal atoms involved, and
the position of these atoms relative to one another.
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CHAPTER 7

Charge and Orbital Ordering

A profound truth is a truth whose opposite is also a
profound truth.

Niels Bohr

7.1 Mixed-valence transition-metal oxides

Transition-metal oxides have been intensively studied in recent years in order to eluci-
date relationships between structure, bonding, and magnetic properties motivated both by
intrinsic interest in the subject itself and also owing to the extraordinary technological poten-
tial of these materials. The transition-metal oxides are traditionally regarded as compounds

formed by oxygen anions with completely-filled valence shells and cations
1

of transition-
metals with an incompletely-filled d shell. The situation becomes somewhat messy because
the incomplete d shells do not represent universally stable configurations, and the cations
tend to exist in various valence states depending on the actual constituents and external fac-
tors like temperature, pressure etc. It must be appreciated that the metal atoms are located
in an environment consisting of oxygen anions and other cations, and thus subjected to the
complex influence of the immediate crystal field and more long-range electrostatic forces as
well as magnetic interactions. The combination of all such effects determines the degree of
the localization of the outer electrons, viz. their pertinence to definite atoms. Therefore it
is appropriate to distinguish between materials exhibiting a high degree of localization (as
found in magnetic oxides where ions that possess various valences can be present simulta-
neously in the crystal lattice) and those with itinerant charge carriers (as in superconducting
oxides [61]).

Compounds with mixed-valence (MV) transition-metal ions have been widely studied

1In this chapter, covalent interactions are neglected in a way that the presentation uses a purely ionic lan-
guage.
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for their interesting optical, electrical, and magnetic properties. Robin and Day have clas-
sified [62] mixed-valence compounds into three categories: (i) Class-I MV characterized by
distinctly different co-ordination environments for constituents in different valence states.
Such phases contain localized electrons and exhibit insulating/semiconducting behavior.
(ii) Class-II MV are also characterized by different environments for the constituents in dif-
fering valence states, but the structural surroundings are sufficiently similar to allow elec-
tron transfer between some or all constituents with only a small input of energy. (iii) Class-
III MV exhibits delocalization of the valence electrons so that all of the MV atoms obtain
the same chemical environment and the same valence state. Of particular interest are com-
pounds that transform from either class-III or class-II MV to class-I MV upon cooling. This
type of transition, triggered by electron localization, often leads to a phenomenon known as
charge ordering.

7.1.1 Determination of valence states

The charge ordering phenomenon which is elaborated on this thesis requires participa-
tion of mixed-valence transition-metal ions. For inorganic materials, valence or oxidation
states of the constituents are commonly assigned on the basis of an ionic model, viz. elec-
troneutrality is attained as if the compound under consideration is an ionic insulator. For
example, in an ABO3 perovskite oxide like LaMnO3, the starting point is the assumption
that O acquires a completely filled valence shell (O2−), La should be La3+, and Mn should
then be Mn3+. However, as we have seen the bonding in our materials have mixed ionic and
covalent character. Hence the assignment of valence states to transition metal atoms may be
non-trivial.

Over the years there has been quite a few empirical rules advanced for ascribing va-
lence to binary, ternary etc. compounds like the Pauling rules, Hume-Rothery (8−N) rule
etc. However, for compounds comprising of heavy elements, and in particular transition-
metals, the participation of electrons in magnetism makes the situation complicated. The
valence of any element is determined by the involvement of the outer-most (valence) shell
electrons in bonding and magnetism. In order to determine the most stable spin and valence
configurations, the semi-empirical Hund rules are used:

(i) The individual electron spins si combine to give the maximum value of the spin quantum
number S in accordance with the Pauli principle.

(ii) The orbital vectors li combine to give the maximum value of L in conformity with the
Pauli principle.

(iii) The resultant L and S combine to form J , the value of which is to be taken as J = L−S
if the shell is less than half occupied, and J = L + S if the shell is more than half occupied.

The measured magnetic moments at the transition metal sites in a given structure may be
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viewed in relation to these rules. Even though measurement of magnetic moments and
use of concepts like bond-valence sums can provide indications of the presence of mixed-
valence states in a compound, such empirical facts do not allow firm conclusions about
valence states.

7.1.2 Effects of crystal-field

In addition to exchange interactions, crystal-field effects play an important role in de-
termining the splitting of the d levels, and consequently in the choice between different
valence states for transition-metal constituents. In free atomic states, every 3d electronic
state has the same energy (viz. the energy levels are degenerate). When a transition-metal
atom is surrounded by, say, oxygen ligands in tetrahedral, octahedral etc. configurations,
the surroundings anions give rise to a strong electric field that splits the d levels into two
groups, triply degenerate t2g (dxy , dyz , and dxz with spatial distributions along xy, yz, and
xz) and doubly-degenerate eg levels (dx2−y2 and dz2 orbitals with spatial distribution along
the coordinate axes). The splitting of the d levels varies with respect to the magnitude of
the surrounding crystal field as qualitatively illustrated in Fig. 7.1. Note that the population
of the thus split d levels also has a deciding effect on the spin states of the atom concerned,
referred to as low-spin, intermediate-spin, and high-spin states in the ionic terminology.

In our efforts to determine valence states for transition-metal constituents in the stud-
ied systems, we make use of theoretically calculated magnetic moments as well as site- and
orbital-projected DOS. For example, in our calculation on Ca3Co2O6 which has Co in octa-
hedral and trigonal prismatic environments, we first arrived at the conclusion that the Co
atoms exist in Co2+ and Co4+ states (Publication X). We are pleased to note that our findings
stimulated many experimental and theoretical further studies on this compound. As more
or less anticipated many of these reports rejected our proposal of a different oxidation state
for the Co species and favored instead a common Co3+ state in low-spin and high-spin con-
figurations. However, using various analytical tools (Publication XI) we have later found
that the problem is not so simple, but most of the controversy seem to originate from use of
the ionic terminology on a compound which exhibits an appreciable covalent contribution
to the Co-O bonding.

7.2 Influence of structure on ordering phenomena

Within the oxide family, perovskite-type materials
2

(with general formula ABO3) are
among the most exotic, and exhibit a wide spectrum of physical properties such as super-
conductivity, colossal magnetoresistance, various magnetic ordering features, ferroelectric-
ity, thermoelectric properties etc., just to name a few.

2Although many of the oxide materials dealt in this thesis work do not directly belong the perovskite family, a
discussion on the structural features of perovskites are made in order to illustrate various ordering phenomena.
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Figure 7.1: Pictorial illustration of the splitting of the d levels in (a) tetrahe-
dral, (b) octahedral, (c) square-pyramidal, and (d) trigonal-prismatic crystal
fields of idealized symmetry. No significance is to be attached to the sepa-
ration between the d levels, neither within each part of the illustration nor
between the different parts.

Magnetoresistance (MR) is the relative change in the electrical resistance of a material
produced on the application of a magnetic field. The ratio MR [|Δρ|/ρ(0) = |ρ(H) −
ρ(0)|/ρ(0) where ρ(H) and ρ(0) is the resistance at a given temperature in the presence and
absence of a magnetic field (H), respectively] can be negative or positive. Large magnetore-
sistance, [referred to as colossal magnetoresistance (CMR)] has attracted wide attention in
particular for perovskite oxides. CMR can dramatically alter the electrical resistance and re-
lated properties of a material [63] revealing some remarkable features with regard to charge
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and spin dynamics in addition to opening up new avenues for research. The potential indus-
trial application has apparently accelerated the research activity, and as a result deepened
our comprehension of the field.

The structure of perovskite oxides is highly compact and sensitive to the size of the
cationic constituents. Consequently, efforts to go beyond the tolerance limits for the geo-
metrical requirements, challenge the structural stability and/or cause structural distortions.
The minimum Gibbs energy decisive for the stability of a phase with a certain structure is
given by the relationship:

G = EC + Ecf + Eex + PV − TS (7.1)

where EC is the Coulomb energy, Ecf the crystal-field stabilization energy, Eex the exchange
energy, PV the energy associated with volume change, and TS the entropy contribution.
The energy content in these terms reflect the interactions between the constituents as de-
termined by structures, valence, electronic configuration, and atomic size etc. Note that
details of the structural arrangement (like the oxygen environment) may have a consider-
able impact on the interactions concerned. Often there is an interplay between the various
contributions and this results in, among other things, preference of certain constituents for
certain sites and formation of an ordered state which in general leads to the lowering of the
structural symmetry.

7.2.1 Effects of Jahn-Teller distortion

One of the most-prominent structural distortion occurring in perovskite-like oxides is
the co-operative Jahn-Teller distortion. The Jahn-Teller theorem [64] states that a non-linear
system in an electronically degenerate state must undergo a distortion in order to remove
the degeneracy, thereby lowering both the symmetry and the energy of the system. In an ex-
tended solid, where the polyhedra are linked to form a three-dimensional-bond network, the
Jahn-Teller distortion that occurs at each polyhedron is felt also by the neighboring polyhe-
dra. Consequently, the direction and size of the distortion must be co-operative throughout
the crystal, an effect known as co-operative Jahn-Teller distortion (CJTD).

This diffusionless CJTD process, in fact leads to a lowering of the total symmetry of the
crystal. The resulting equilibrium can be regarded as a compromise between the increase
in elastic and decrease in electronic energy consequent on the distortion (since the character
and extent of the distortion is strongly influenced by the structural matrix as well as the con-
stituents). In a transition-metal oxide, where each orbital of the transition-metal constituent
has different anisotropy, the displacements of the surrounding O atoms are intimately cou-
pled to the configuration of the d orbitals. For example, when the two apical O atoms in an
octahedron move toward the central atom, the dz2 orbital is shifted to higher energies than
the dx2−y2 orbital thus lifting the degeneracy of these orbitals.
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7.3 Orbital Ordering

Orbital ordering (OO) among the transition-metal oxides is concerned with the prefer-
ential occupation of electrons in specific d orbitals. The interaction of the orbital degrees
of freedom among themselves and their interaction with electron spins or lattice, can give
rise to long-range orbital-ordered states. Together with the charge and spin degrees of free-
dom they determine all the rich variety of the properties of transition-metal oxides. The
orbital effects play a very important role in the physics of manganites, and also in many
other transition-metal oxides. For example in an undoped rare-earth manganite, only Mn3+

are present at the octahedral sites and the Jahn-Teller effect determines the arrangement of
the dz2 orbital subsequently leading to the orbital ordering.

The orbital ordering gives rise to the anisotropy of the electron-transfer interaction. This
favors or disfavors the double-exchange interaction and the super-exchange (ferromagnetic
or antiferromagnetic) interaction in an orbital-direction-dependent manner and hence gives
a complex spin-orbital-coupled state. According to the well known Goodenough-Kanamori-
Anderson rules [65] the magnitude and even the sign of the magnetic exchange depend
on the type of orbitals involved and the filling of these orbitals. If orbitals are half-filled
(occupied by one electron) and directed to each other, we will have a strong AF coupling.
On the other hand, if these orbitals are directed away from each other (mutually orthogonal)
we would have a F interaction. The orbital degree of freedom is thought to play important
roles, not only in the prominent case of CMR manganese oxides but also in the anisotropic
electronic and magnetic properties of a great many transition-metal oxides. Even though
a lot of attention has been paid to manganese oxides, it should be noted that the orbital
physics is universal in transition-metal oxides.

7.3.1 An example−LaMnO3

Undoped LaMnO3 is well known to exhibit orbital ordering and a concomitant lattice
distortion. LaMnO3 in the perovskite-like structure contains the Jahn-Teller Mn3+ ions
which are known to induce a rather strong local distortion. The eg orbitals of the Mn3+

ions are ordered in such a way that at the neighboring Mn sites the dz2 orbitals are ordered
alternatively along the x and y directions. The transfer integral between the two neighbor-
ing Mn atoms in the crystal lattice is determined by the overlaps of the d orbitals with the p
orbital of the O atom between them. The overlap between the d3x2−r2 and pz orbitals is zero
because of their different orientation with respect to the xy plane. Therefore, the electron in
the d3x2−r2 orbital cannot hop along the z axis and the individual MnO6 octahedra are alter-
natingly elongated along x and y directions. Owing to this OO, anisotropic super-exchange
interaction results, viz. undoped LaMnO3 has an A-type AF ordering, the spins in one xy
layer exhibiting F order, and are antiparallel to the spins in the next xy layer.
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b
c

a

Figure 7.2: Orbital ordering in orthorhombic LaMnO3. In order to elucidate
the antiferro-type orbital order the dz2 orbitals are shown in blue and red
colors. Note that the MnO6 octahedra are elongated along the lobes of the
dz2 orbital.

7.4 Charge ordering

Charge ordering (CO) is a phenomenon observed in solids wherein certain electrons de-
facto become localized as a result of ordering of cations of differing charges on specific lattice
sites [66], thus often rendering the material insulating. CO has been known for many years
in Fe3O4, the transition from the CO state to the charge-disordered state in Fe3O4 at 120 K
(identified by Verwey [67] as early as 1939) is associated with a resistivity anomaly. In a
perovskite manganite, when the trivalent cation is substituted by a divalent cation, there is
variation in the amount of Mn3+ to Mn4+ ratio. When the ratio is 1:1 the OO occurs simul-
taneously with a long range ordering of Mn3+ and Mn4+ mediated by Coulomb interaction.
Such a type of ordering can strongly modify the crystal structure and accordingly also the
magnetic interactions.

Using the perovskite-like R1−xAxMnO3 phase as an example two correlation effects
must be distinguished. First the ferromagnetic double exchange characterized by short-
range electron fluctuation mediated by dynamic occupancy of the eg orbitals. Second the
structural transition driven by the orbit-lattice interaction of Mn3+ and controlled by the
frequency of the electron hopping between Mn3+ and Mn4+ which becomes frozen in at a
sufficiently low temperature. These correlation effects compete with each other and one can
easily imagine that the prevailing character will depend on the geometrical arrangement
of the Mn-to-O-to-Mn bonds (viz. be strongly influenced by distortion from the ideal per-
ovskite structure). With structural deformations follow lowering of the transfer integral for
the eg electrons thus causing a weakening of the ferromagnetic interactions and a strong
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tendency to charge localization, viz. a preference for charge ordering.

The phases with the R0.5A0.5MnO3 composition is of particular interest because of the
frequent observation of CO at this R:A atomic ratio. It has become clear that CO in these
manganates is closely correlated with size of the A cations [68] which appears to control the
Mn-O-Mn bond angle (and notably any deviation from 180o). This determines the eg band-
width imposed by the Mn 3d and O 2p hybridization and the hopping process . Therefore,
the strength of the double-exchange mechanism is affected. For example, Y0.5Ca0.5MnO3

with the small A cation Y (ca. 1.23Å) not only has the charge-ordering transition tempera-
ture (TCO) in the paramagnetic range, but also the CO is so robust that it is nearly impossible
to destroy it by the application of a magnetic field [69]. On the other hand, in the regime of
the larger A cations, the ferromagnetic exchange interaction increases, thereby destroying
the CO state.

In the CO state of R0.5A0.5MnO3 a checkerboard arrangement of Mn3+ and Mn4+ oc-
curs. The localized electrons of Mn3+ exhibit orbital degeneracy and develop an OO pattern
whereas those in Mn4+ (t32g) are nondegenerate. The two possible mechanisms that lead de-
generate orbitals to OO is Jahn-Teller distortion and super-exchange interaction [70]. Both
the CO and the OO occur simultaneously, with CO as the assumed driving force in most
cases [71]. When R and A present in equal amounts, there is a strong competition between
the tendency for the orbitals to order locally and the kinetic energy of the charge carriers
that tends to destroy long-range order.

For the realization of the CO state, EC, Ecf , Eex, and PV (Eq. 7.1) play together simul-
taneously and the ordered state occurs as a consequence of the joint efforts to minimize the
Gibbs energy of the crystalline phase. The different contributors to the Gibbs energy can in-
dividually distort the structure or join forces with some or all the others. In the latter case the
result can not be regarded as a mere sum of the individual effects but rather as a composite
effect produced by an intimate interplay between the different factors.

7.4.1 Types of charge and orbital ordering

When charges localize on specific ionic sites in perovskite-like oxides, they take up var-
ious patterns of ordering. Only the most-commonly observed ordering patterns are dis-
cussed here. In the 50% "doped" manganites, i.e., when Mn occurs in two-different valence
states in equal amounts, the most-commonly seen charge ordering is of the checker-board-
type where charges, for example Mn3+ and Mn4+, order alternatively [72]. In Fig. 7.3, two
different orbital ordering patterns are displayed. Fig. 7.3(a) shows ferro-orbital order where
dz2 orbital of Mn3+ order in phase with each other and the correspondingly empty orbital
of Mn4+. On the other hand in Fig. 7.3(b), dz2 orbital of Mn3+ stack in an antiferro-(out-of-
phase) sequence to give rock-salt arrangement.
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Figure 7.3: Two idealized orbital ordering patterns. (a) Ferro-orbital order
and (b) antiferro-orbital order. Blue (seen behind the dz2 orbital) and pur-
ple spheres represent Mn3+ and Mn4+, respectively, in a checker-board-type
charge ordered pattern.

Figure 7.4: Crystal structure of YBaMn2O5 where the two different Mn atoms
are shown by different-colored polyhedra. Note the oxygen vacancy in the Y
layer, the occupation of which influences the electronic and transport proper-
ties of RBaMn2O5+δ (R = Y and rare-earths).
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7.5 Charge and orbital ordering in oxygen-deficient double per-
ovskites

Multicomponent perovskite-like oxides such as RBaT2O5 (T = transition-metal ions) are
promising candidates for versatile functional materials [73]. An ordering at the A site is
typically achieved with a systematic distribution of divalent Ba and trivalent R atoms. Oxy-
gen deficiency around the smaller R atoms is a common feature for such phases in which
a square-pyramidal coordination is imposed upon the transition metal atoms as a conse-
quence of the layered ordering of R and Ba (formally in 3+ and 2+ states). The atomic
arrangement of the resulting structure (Fig. 7.4) has a characteristic appearance which has
led to the name double perovskites. The base-plane oxygens of the square pyramids relax
toward the R atom. It is the (still formal) R3+ and Ba2+ charge imbalance in the otherwise
delicate structural arrangement which gives rise to oxygen non-stoichiometry expressed as
5+δ in the above formula. With certain rational values for δ typical ordered structure vari-
ants occur. For δ = 1/2 also an average half-integer valence state T 2.5+ is established and
this can under certain conditions give rise to CO with formal valence states T 3+ and T 2+.

Although a lot of experimental and theoretical attention has been paid on CO and OO
in perovskite-like oxides, only a handful of studies have been made on oxygen-deficient
double-perovskite oxides. Hence one of the aims of this project has been to analyze CO and
OO in YBaT2O5 and RBaMn2O5+δ (T = Mn, Fe, and Co; R = Y and La; 0 ≤ δ ≤ 1).

The presence of CO and OO in a material is experimentally established by the inferences
from superstructure reflections in diffraction measurements, resistivity and heat-capacity
measurements, magnetic moment data, structural phase-transition (if any) etc. In our theo-
retical studies, we earlier made use of the calculated magnetic moments, site-projected DOS
and charge-density plots within particular planes to identify the presence of transition-metal
atoms in different valence states and visualize their CO features. For example, the presence
of T atoms in two different valence states in YBaT2O5 with (T = Mn, Fe, and Co) is man-
ifested as the difference in the features of their respective site-projected DOS curves (see
Fig. 7.5). Similarly, the orbital-projected DOS provides evidence for the occupation of in-
dividual orbitals in the valence band. We used the d-orbital DOS to get insight into the
occupancy of individual d orbitals of the T atoms (see for example Fig. 7.6 which shows the
DOS of individual d orbitals for Fe in YBaFe2O5). With this approach we could establish the
occupation of particular orbitals in the energy-range of interest. In an effort to improve the
understanding on ordering phenomena, we later turned to an alternative approach based
on the occupation-density matrix of d orbitals within a particular energy interval. With this
new tool we are not only able to picture the filling of the orbitals, but also to establish their
shape and orientation.

The occupation density in the entire valence band, and that from −1 eV to EF enables
one to visualize the CO and OO patterns directly. The occupation of the majority-, and
minority-spin d levels of Mn in formally 3+ and 2+ states in YBaMn2O5 are shown as an
example in Fig. 7.7(a, b). A clear-cut distinction between the two occupation modes is an
indication for the presence of CO on the Mn atoms. Similarly, the d orbital occupancy close
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Figure 7.5: Site-projected density of states (DOS) for the T sites in YBaT2O5

(T = Mn, Fe, and Co).

to the EF brings about that the dz2 orbital on Mn3+ is involved whereas the dz2 and dx2−y2

orbitals on Mn2+ are seen to form a ferro-orbital-order pattern [Fig. 7.7(c)]. We have used the
above-described method to visualize as well as to analyze CO and OO patterns in YBaT2O5

(as a function of d-orbital filling) and in RBaMn2O5+δ (as a function of the size of R and Ba
as well as oxygen content). The results and the related discussions are elaborately dealt with
in Publications I−V.
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Figure 7.6: The d-orbital-projected density of states (DOS) for the Fe atoms in
YBaFe2O5.

Figure 7.7: Occupation density of d orbitals of (a) majority-spin, (b) minority-
spin bands, and (c) orbital ordering patterns in Mn1 and Mn2 of YBaMn2O5.
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CHAPTER 8

Summing Up and Looking Ahead

... I seem to have been only like a boy playing on the
seashore, and diverting myself now and then finding a
smoother pebble or a prettier shell than ordinary, whilst
the great ocean of truth lay all undiscovered before me.

Sir Issac Newton

As I come to the conclusive chapters of this thesis, I sit perplexed and think whether it is
an end, or beginning of the end or perhaps the end of a beginning, as Sir Winston Churchil
once noted. After nearly four years of research work I feel it may be the beginning of a
“beginning”. Among the inorganic materials, transition-metal oxides have acquired special
attention owing to the vast diversity of structures and a wide spectrum of exotic proper-
ties. We have selected a narrow field, magnetic oxides in complex structures, in particular
those consisting of transition-metal atoms in two different valence states. In our attempts
to understand such materials, we have perhaps dealt with certain problems for too long or
other fascinating problems may have come in between as interludes. Hence our work on
the transition-metal oxides have spawned many ideas, some of which have evolved into
separate research projects themselves. In fact, some of these are in still in progress while this
concluding chapter is being written.

In this project we have considered materials such as regular- and distorted-perovskite
oxides, regular- and oxygen-deficient double-perovskite oxides, complex one-dimensional
oxides, and layered oxides. Even though each of these groups of compounds exhibit greatly
differing properties, the common denominator for their selection has been the presence of
mixed-valence transition-metal constituents.

We have used a number of highly accurate, state-of-the-art tools such as TB-LMTO,
VASP, FP-LMTO, FP-LAPW (WIEN2k), and CRYSTAL03, all based on the density-functional
theory. The choice of a particular tool has been made depending on the specific problem at
hand. During the project period 15 articles have been written among which 8 have been
already published in well reputed international journals, 2 accepted for publication and the
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remaining contributions are either submitted or included in the thesis in manuscript form.
[In addition, I contributed as a co-author in 10 other articles on hydrides, superconducting
MgB2, and multiferroic BiFeO3 (a list of which is given in appendix)].

A major theme of the project has been to understand the intrinsic properties of mixed-
valence materials. Hence we have focussed on their ground-state magnetic and electronic
properties, bonding behavior, and charge-, and orbital-ordering phenomena. In quite a few
cases we have also paid attention on excited-state properties. The main findings of this Dr.
Scient. project investigations are listed below.

8.1 Scientific highlights

� Since the discovery of colossal magneto-resistance extensive works have been performed
on manganese oxides. Most of the experimental and theoretical efforts have been devoted
to A-site substituted perovskite oxides. Therefore we attempted to study the simultane-
ous presence of spin, charge, and orbital orderings using the oxygen-deficient double per-
ovskite YBaMn2O5 as an example. The G-type ferrimagnetic insulating state is found to be
the ground state in accordance with experimental findings by using both the full potential
LMTO method as well as the full potential LAPW methods. The existence of the two differ-
ent types of Mn atoms is visualized by differences in site- and orbital-projected DOS curves.
The occurrence of checker-board-type charge ordering and ferro-type orbital ordering is es-
tablished from the charge-density plots. The relatively small size of the Y atoms makes the
base-plane Mn-O-Mn bond angle deviate appreciably from 180◦, which in turn imposes a
reduction in the eg band width. The charge- and orbital-ordering features are believed to
result from this perturbation of the eg orbitals. We have also calculated the excited-state
properties of this material and found that large anisotropy in the optical spectra originates
from ferrimagnetic ordering and crystal field splitting. In order to further emphasize the
different valence states of Mn, we have calculated K-edge XANE spectra. For Mn as well as
O the existence of two types of valence-induced atomic species is established with the help
of K-edge spectra (Publication I).

� Over the years it has been established that hybridization interaction between Mn-d and
O-p orbitals have a deciding effect on the electron localization and hence on charge and or-
bital orderings. Although a lot of attention has been paid to vary the d-electron count by
the use of various substituents in perovskite-like solid solution systems, relatively less at-
tention has been paid to variation in the oxygen content. Hence we have carried out model
calculations on LaBaMn2O5+δ (δ = 0, 1/2, 1) and analyzed their ground-state properties in
terms of the oxygen content (Publication II). We found that changes in the oxygen con-
tent control the valence state of Mn and the hybridization interaction between Mn and O,
and consequently varies the double-exchange interactions at the expense of the competing
super-exchange interactions. Therefore the electronic ground-state varies from insulator to
metal on going from LaBaMn2O5 to LaBaMn2O6, with a reduced band-gap for the interme-
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diate LaBaMn2O5.5 phase. In line with this drastic changes in the charge and orbital ordering
phenomena have been detected.

� In an effort to understand the effect of oxygen content as well as the size of R on the charge
and orbital ordering, we extended the model calculations to RBaMn2O5+δ with R = Y and
La (Publication V). There is a somewhat systematic variation in the electronic and magnetic
properties with respect to oxygen content in these phases. However the finer features of the
ordering schemes such as occupancy of particular orbitals and magnitude of the ordered
charges depend largely on the size of R atoms and hence on intricate details of the atomic
arrangement.

� We have also analyzed the changes in ordering features in terms of d-orbital filling by for
example, substituting Mn with Fe or Co in YBaMn2O5 (Publication IV). We found that the
orbital ordering pattern does not change merely with the amount of d electrons available
for ordering, but the orbital ordering is more intimately connected with the changes in the
structure upon substitution. In short, it is the structural features which determines the or-
dering of charges and orbitals.

� We have calculated the electronic and magnetic properties for the quasi-one-dimensional
compound Ca3Co2O6 for the first time (Publication X). The calculated ferrimagnetic ground
state and Co magnetic moments were in good agreement with experimental findings. This
compound is interesting since its electronic and magnetic properties appears to be tunable
by application of external magnetic fields as well as by electron doping, (substituting Y for
Ca). For a particular composition, Ca2YCo2O6 we predicted a seldom observed combina-
tion of material properties viz. co-existence of ferromagnetism and insulating behaviors.

� In an initial theoretical study on Ca3Co2O6 we concluded with two different valence states
for Co which we suggested to correspond to low-spin Co4+ and to high-spin Co2+ in Pub-
lication X. Our work clearly stimulated a lot of subsequent studies, all claiming that the
assignment of different valence states for Co in this compound is inappropriate. Hence we
have revisited the problem by the use different tools to analyze the valence situation of Co
(Publication XI). Our detailed analyses show that neither our critics nor our earlier report
brought out the real truth. Our fresh study concluded that the valence of the Co atoms
are much smaller than the often believed 3+ state and the valence characteristics are highly
directional dependent, in fact about three times more pronounced along the chains than per-
pendicular to the chains.

� In the oxygen-deficient perovskite-like oxide Sr4Fe4O11, the Fe atoms take two different
co-ordinations as square pyramids and octahedra. Experimental studies on this compound
were able to bring out a magnetic structure with finite magnetic moment at one of the Fe
sites and almost zero moment at the other Fe site. In order to better understand this ma-
terial, we have carried detailed calculations (Publication XV) in which we paid particular
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attention to the design of magnetic structure based on the calculated exchange interaction
(Jij) parameter values. Even though we have carried out the calculations using various
tools (TBLMTO, FPLMTO, FPLAPW and VASP) all have converged to a solution where
both Fe atoms have finite magnetic moments, but with a distinct difference in their values.
A deeper analysis shows that, local spin frustration in one of the sites may be the reason for
the observation of zero moment by neutron diffraction measurements. Among the several
possibilities proposed experimentally, our theoretical results can fit to the model with Fe in
square-pyramidal and octahedral environments are in formal oxidation states of 3+ and 4+,
respectively.

� Although spin and orbital dynamics are not unique for manganites, they have received
a lot of attention in recent years. In an effort to extend the studies to other mixed-valence
transition-metal oxides, we examined for example, systems containing chromates. We have
explored structures for a series of compounds ACr3O8 (A = H, Li−Cs, In, Tl, Cu, Ag, and
Au) which in fact turned out to be one of the most challenging tasks of the entire project.
We have predicted ground-state crystal structures for most of these compounds which agree
with those established experimentally (Publication VI −IX) where-ever empirical data are
available. The calculated equilibrium volumes were found to be over-estimated beyond
the limit usually expected for DFT calculations. The overestimation of volume may be at-
tributed to the layered nature of these compounds. Special attention is focussed on the va-
lence state of Cr in these compounds which are believed to possess 3+ and 6+ valence states.
However the detailed analysis of their electronic structure shows that Cr6+ (d0) configura-
tion is out of question since none of the Cr have empty d orbitals. Instead the negligible
magnetic moment at the Cr site concerned (viz. the Cr atom which has led to assignment
Cr6+) originates from a negligible exchange splitting.

� In addition we made a particular study of Cr3O8 and LiCr3O8 which have received at-
tention as potential candidates for cathode materials in Li-ion batteries (Publication VII).
From the calculated total energy, a new synthesis route is suggested for Cr3O8. The bonding
analysis shows that when Li is intercalated into the Cr3O8 lattice, Li retains some valence
charge and does not donate its valence electron entirely to the Cr3O8 framework as usually
believed.

� An orthorhombic perovskite-like oxide SrRuO3 has a well defined ferromagnetic and
metallic ground state. However, for its isostructural counterpart CaRuO3 there are many
controversial reports each claiming a different description of the magnetic state. In an at-
tempt to explore the correct magnetic ground state of CaRuO3, we have simulated the mag-
netic phase diagram for the entire Sr1−xCaxRuO3 (Publications XII and XIII). In addition
to para, and ferromagnetic states we considered A-, C-, and G-type antiferromagnetic con-
figurations. Around the composition x = 0.77 we found a transition from ferromagnetic-to-
antiferromagnetic state. We also found that CaRuO3 has a G-type antiferromagnetic ground
state. However, owing to the very small energy differences between various magnetic con-
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figurations, it might have local spin frustration leading to a spin-glass-like behavior. In order
to bring out a clearer picture of CaRuO3, we also carried out an elaborate study on the elec-
tronic structure and excited-state properties of this compound. The calculated optical, XPS
and Ru-K-edge XANE spectra showed good agreement with available experimental spectra,
adding credence to our conclusion on its magnetic ground state.

� We predicted huge magneto-optical effects for a series of double perovskites A2BB′O6

(A = Ca, Sr, and Ba; B = Fe; B ′ = Mo, W, and Re). Among these compounds, Sr2FeWO6

has the maximum polar Kerr rotation of 3.87◦ and Faraday rotation of 4.5×105 deg cm−1.
All the other compounds of this series have both Kerr and Faraday rotation more than 1◦

except Ca2FeMoO6 which has a Kerr rotation of 0.5◦. It should be recalled that a Kerr rota-
tion value greater than 0.3◦ is considered as technologically significant. The huge magneto-
optical effects are found to result from the combined effects of large off-diagonal conductiv-
ity, refractive index, magnetic moment, spin-orbit coupling, exchange splitting, band gap,
and plasma resonance. Since most of the studied compounds are attractive as potential
magneto-resistive materials, our finding on their large magneto-optical effects and ferro-
magnetic half-metallic nature add further importance to these compounds.

8.2 General Inferences

• One of the most important lessons that we learnt from this project is that, valence states
can not be approximated as simple formal oxidation states by taking only the ionic charac-
ter into account. The root of the assignment problem is that part of the atomic arrangement
consists of nearly pure ions whereas other parts carry a bonding skeleton of mixed bond-
ing character. For example, the transition metal component is bonded to oxygen by mixed
iono-covalent bonds. Therefore, elaborate theoretical studies should be consulted in order
to assign valence states in complex systems like those handled in this project.

• In some of the earlier publication from this project the oxidation state nomenclature has
been used to describe valence state, spin states, and charge ordering. In view of later gained
experience such deductions should not be taken too literally until the electronic structure
data have been reanalyzed with different tools.

• Many experimental oxidation/valence state assignment techniques are based on the use
of reference compounds for comparative analysis with compound under investigation. Er-
rors in the oxidation/valence state assignment for the reference substance will then auto-
matically be carried over to the compound under examination. To remedy this defect it is
suggested that potential reference substances must be subjected to electronic band structure
analysis.

• The structural arrangement appears in general to be more decisive for the electronic band
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structure than the constituents involved. In other words compounds with equal or closely
related structural arrangements obtain almost similar DOS.

• In order to establish the actual ground-state structure several related structure types were
considered as inputs. In order to arrive at the correct structure, the input test structures
should reasonably describe the actual atomic arrangement. Even if the test the structure
does not provide all the symmetry constraints, it should be reasonably close to the real sit-
uation. This implies that the selection of proper of test input structures will simplify the
structural optimization procedure.

• From the structural optimization of a couple of close packed compounds we found that the
overestimation of calculated volume compared to the experimental volume is well within
the limits of DFT calculations. On the other hand, the overestimation of volume is above
commonly accepted limits for a series of layered compounds. Therefore, in order to estimate
cohesive properties of layered compounds where van der Waals forces are more dominant,
usual DFT calculations are not sufficient.

• The experimentally observed insulating/semiconducting behavior can only be computa-
tionally simulated when the experimentally observed co-operative magnetic arrangement
is introduced into the input model.

• From the overall analysis one can note that the use of usual LDA and GGA were able
to reproduce and explain most of the experimental findings for the compounds dealt in
this project. Therefore correlation effects are not as strong in the compounds studied here
as commonly believed. Therefore additional approximations such as LDA+U methods are
seldom needed to explain their behavior.

8.3 Next step

As we already mentioned during the course of this project several sub-projects cropped
up and also new problems have evolved. In future we plan to extend the study on spin,
charge, and orbital orderings to YBaT2O5+δ (T = Co and Fe; δ = 1/2 and 1). An experimen-
tal measurement of XPS on Ca3Co2O6 has suggested 3+ valence states for Co constituents.
Therefore we plan to simulate the XPS profile for this compound in order to evaluate the
experimental claim. Moreover, for the double perovskites A2FeBO6 (A = Ca, Sr, Ba; B =
Mo, W, Re) half-metallic electronic structure is observed only in the ferromagnetic configu-
ration whereas for some of these compounds ferrimagnetic configurations is proposed. So
a planned extension of the present work is to carry out extensive studies on electronic and
magnetic properties of the A2FeBO6 series.

In the present calculations, only collinear magnetic configurations have been considered.
However, non-collinear magnetic arrangements should be properly taken care of in contin-
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ued projects. For the calculation of excited-state properties, excitonic effects should also be
included together with improvements like GW approximations. Finally, better tools should
be devised for evaluation of the real valence states of components.
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Spin, charge, and orbital ordering in the ferrimagnetic insulator YBaMn2O5

R. Vidya,* P. Ravindran, A. Kjekshus, and H. Fjellva˚g
Department of Chemistry, University of Oslo, Box 1033, Blindern, N-0315 Oslo, Norway

~Received 4 May 2001; published 29 March 2002!

The oxygen-deficient~double! perovskite YBaMn2O5, containing corner-linked MnO5 square pyramids, is
found to exhibit ferrimagnetic ordering in its ground state. In the present work we report generalized-gradient-
corrected, relativistic first-principles full-potential density-functional calculations performed on YBaMn2O5 in
the paramagnetic, ferromagnetic, and ferrimagnetic states. The charge, orbital, and spin orderings are explained
with site-, spin-, angular-momentum-, and orbital-projected density of states, charge-density plots, electronic
structure, and total energy studies. YBaMn2O5 is found to stabilize in aG-type ferrimagnetic state in accor-
dance with experimental results. The experimentally observed semiconducting behavior appears only when we
include ferrimagnetic ordering in our calculation. We observed significant optical anisotropy in this material
originating from the combined effect of ferrimagnetic ordering and crystal-field splitting. In order to gain
knowledge about the presence of different valence states for Mn in YBaMn2O5 we have calculatedK-edge
x-ray absorption near-edge spectra for the Mn and O atoms. The presence of the different valence states for Mn
is clearly established from the x-ray absorption near-edge spectra, hyperfine field parameters, and the magnetic
properties study. Among the experimentally proposed structures, the recently reported description based on
P4/nmm is found to represent the stable structure.

DOI: 10.1103/PhysRevB.65.144422 PACS number~s!: 75.50.Gg, 75.30.2m, 71.20.2b, 78.20.Ci

I. INTRODUCTION

Perovskite-type transition-metal oxidesABO3 and their
oxygen-deficient relatives exhibit a variety of interesting
physical properties including high-temperature superconduc-
tivity, metal-insulator transition, and a variety of cooperative
magnetic phenomena. Among them manganites have re-
cently attracted particular attention because of the discovery
of colossal negative magnetoresistance~CMR! in
La12xSrxMnO3,1 La12xBaxMnO3,1 and related phases.2–5

This renewed interest in the mixed-valence manganese per-
ovskites such as La12xPbxMnO3 is due to their potential
technological applications.6,7 In addition, the search for new
high-temperature superconductors in mixed-oxide materials
is a driving force for attention. The mechanism of high-
temperature superconductivity is believed to be linked to co-
operative interaction between copper 3dx22y2 and 3dz2 orbit-
als and oxygen 2p orbitals.8 An attractive approach to obtain
insight into the nature of this phenomenon is to examine the
magnetic and electrical properties of non-copper-oxide ana-
logues of known high-temperature superconducting cuprates.
Manganese is a good choice for such a task, as in an octahe-
dral perovskite-like configuration, Mn31 (d4 high spin with
a single electron in aneg orbital! will experience a similar
Jahn-Teller~JT! distortion to that of Cu21 @d9 high spin with
three electrons~or one hole! in the eg orbitals#. The hole-
doped manganese perovskites show some similarities to the
corresponding hole-doped Cu phases in which superconduc-
tivity occurs.9 Structural similarities between these two
groups of materials suggest that new Mn analogs of the high-
temperature superconducting Cu oxides may be prepared.

Since the discovery of CMR phenomena in perovskite-
related manganites, extensive studies have been performed
on manganese oxides with atomic arrangements related to
the perovskite and pyrochlore structures over a wide variety
of compositions with the aim to explore exotic spin-charge-

coupled states.10 Anisotropic CMR phenomena have also re-
cently been reported in layered Ruddlesden-Popper variants
of perovskites (R,A)n11MnnO3n11 (R5rare earth, A
5alkaline earth) forn52.11 Similar effects have also been
observed in the oxygen-deficient cubic pyrochlore
Tl2Mn2O72d . The chemical features common to these ma-
terials are an intimately connected Mn-O-Mn network,
within a three-dimensional or multilayered structure, and an
average Mn oxidation state between 31 and 41 ~obtained
by hole-doping of Mn31).12

At low temperatures, manganese perovskites are charac-
terized by the strong competition between charge-carrier itin-
erancy and localization. In the former case a ferromagnetic
~F! metallic state is formed. In the latter case, the localized
carriers tend to form charge-ordered~CO! states, which have
a predominantly antiferromagnetic~AF! insulating character.
Hence, we have a competition between F with metallic be-
havior and cooperative JT distortion with CO. The CO state
can be converted into an F metallic state by the application
of a magnetic field. The intriguing doping-induced,
temperature-dependent metal-insulator transition and the in-
terwoven magnetic~spin-!, orbital-, and charge-ordering phe-
nomena in mixed-valence manganese perovskites and
transition-metal oxides have attracted much attention in re-
cent years.13 An active role of the orbital degree of freedom
in the lattice and electronic response can be most typically
seen in manganese perovskite oxides. As a matter of fact
such properties appear to have their origin in the unique elec-
tronic structures derived from the hybridized Mn 3d and O
2p orbitals in the particular structural and chemical environ-
ment of a perovskite. The thus resulting intra-atomic ex-
change and the orbital degrees of freedom of the Mn 3d
electrons play essential roles in this constellation. Further-
more, various kinds of structural distortion profoundly influ-
ence the electronic properties. The extensive studies of CMR
in R12xAxMnO3 have brought forth novel features related to
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CO in these oxides. In transition-metal oxides with their
anisotropic-shapedd orbitals, the Coulomb interaction be-
tween the electrons~strong electron correlation effect! may
be of great importance. Orbital ordering~OO! gives rise to
anisotropic interactions in the electron-transfer process
which in turn favors or disfavors the double-exchange and
the superexchange~F or AF! interactions in an orbital
direction-dependent manner and hence gives a complex spin-
orbital-coupled state. OO in the manganese oxides occasion-
ally accompanies the concomitant CO.14 The ordered
oxygen-deficient double perovskites RBaT2O51d
(T5transition metals like Fe, Co, and Mn! have attracted
much attention as new spin-charge-orbital-coupled systems
and new CMR materials. In the isostructural phases withR
5Gd and Eu CMR effects of some 40% are observed.15 As
the experimental findings have been made available only in
recent years, little theoretical work has been undertaken to
understand the origin of these microscopic properties. The
present study reports a detailed theoretical investigation of
the electronic structure and optical properties of YBaMn2O5.

At low temperature, YBaMn2O5 is an AF insulator with
CO of Mn31 and Mn21 accompanied by OO and spin order-
ing ~SO!.25 The mechanism of CO and SO in manganites is
not at all clear. Different authors have emphasized the im-
portance of different ingredients such as on-site Coulomb
interactions,16–18 JT distortion,19,20 and intersite Coulomb
interactions.21 Therefore, we have attempted to study CO,
OO, and SO through full-potential linear muffin-tin orbital
~FPLMTO! and full-potential linear augmented plane-wave
~FPLAPW! methods. Similar to Fe3O4 and SmBaFe2O51w
where Fe takes the conventional valence states of Fe31 and
Fe21 at low temperature,22,23 Mn is reported to occur as
Mn31 and Mn21 in YBaMn2O5. Above the so-called Verwey
temperature (TV) valence-state mixing has been observed in
Fe3O4 as well as in SmBaFe2O51w . This brings in an addi-
tional interesting aspect in the study of the electronic struc-
ture and magnetic properties of Mn in YBaMn2O5. The first
structural determinations based on powder x-ray~300 K!
~Ref. 12! and neutron~100–300 K! ~Ref. 24! diffraction data

found that YBaMn2O5 crystallizes in space groupP4/mmm,
whereas a more recent powder neutron~2–300 K! ~Ref. 25!
diffraction ~PND! study foundP4/nmm. So a theoretical ex-
amination of the total energy for the two different structural
alternatives is required.

The rest of the paper is arranged as follows: Section II
gives crystal structure details for YBaMn2O5. The theoretical
methods used for the calculations are described in Sec. III.
The analysis of the band structure is given in Sec. IV A.
Section IV B deals with the nature of the chemical bonding
in YBaMn2O5, analyzed with the help of site-, spin-,
angular-momentum-, and orbital-projected density of states
~DOS!. Section IV C discusses CO and OO in YBaMn2O5
with the help of charge-density plots. The results from cal-
culations of optical spectra and x-ray absorption near-edge
~XANE! spectra are discussed in Secs. IV D and IV E, re-
spectively. Section IV F deals with hyperfine parameters. Fi-
nally the important conclusions are summarized in Sec. V.

II. CRYSTAL STRUCTURE

Chapmanet al.12 synthesized rather impure YBaMn2O5
and reported the crystal structure parameters according to
space groupP4/mmm ~described as double or ordered,
oxygen-deficient perovskite, closely related to YBaCuFeO5).
These findings were subsequently confirmed by McAllister
and Attfield24 who also established a model for the ferrimag-
netic ordering of the magnetic moments of Mn in
YBaMn2O5 ~still based on an impure sample!. More recently
Millange et al.25 have succeeded in preparing phase-pure
YBaMn2O5 and these authors report crystal and magnetic
structure parameters according to space groupP4/nmm.

Within the P4/nmm description YBaMn2O5 crystallizes
with a55.5359 andc57.6151 Å; Y in 2(b), Ba in 2(a),
Mn~1! in 2(c) with z50.2745, Mn~2! in 2(c) with z
50.7457, O~1! in 8( j ) with x50.4911, y50.9911, andz
50.4911, and O~2! in 2(c) with z50.0061. The lacking
oxygens in the yttrium plane, compared with the perovskite-
aristotype structure, reduces the coordination number of yt-
trium to 8, while barium retains the typical 12 coordination
of the perovskite structure. The Mn-O network consists of
double layers of MnO5 square pyramids, corner shared in the
ab plane and linked via their apices.

According to theP4/nmm description~Fig. 1! the two
kinds of MnO5 pyramids are arranged in an ordered manner,
each Mn21O5 pyramid being linked to five Mn31O5 pyra-
mids. Owing to this charge ordering, each Mn21 has four
Mn31 in-plane neighbors. Oxygen takes two crystallographi-
cally different sites. O~1! forms the base of the square pyra-
mids, while O~2! is located at the apex of the pyramids. The
interatomic Mn-O distances fall in four categories, being
1.908 and 2.086 Å for Mn31-O(1) and Mn21-O(1), respec-
tively, whereas O~2! is 2.081 and 1.961 Å away from Mn31

and Mn21, respectively.~The P4/mmmdescription gave on
the other hand, almost equal basal and apical Mn-O distances
within all square pyramids.12! The basal plane
Mn31-O(1)-Mn21 angle is 157.8° and the apical
Mn31-O(2)-Mn21 angle is 180°. The large variation in
these angles play a key role in the magnetic properties.

FIG. 1. The YBaMn2O5 crystal structure. The Y and Ba ions
form layers alongc. The square pyramids corresponding to Mn31

and Mn21 are shown by open and shaded polyhedra, respectively.
The O atoms at the bases and apices of the square pyramids are
denoted O~1! and O~2!, respectively.
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III. COMPUTATIONAL DETAILS

A. FPLMTO computations

The present calculations have used the FPLMTO
method26 where no shape approximation is assumed for the
one-electron potential and charge density. The basis geom-
etry consists of muffin-tin~MT! spheres centered around the
atomic sites with an interstitial region in between. Inside the
MT spheres the charge density and potential are expanded by
means of spherical harmonic functions multiplied by a radial
component. The interstitial basis function is a Bloch sum of
linear combinations of Neumann or Henkel functions de-
pending on the sign of the kinetic energyk2 ~corresponding
to the basis functions in the interstitial region!. Each Neu-
mann or Henkel function is then augmented~replaced! by a
numerical basis function inside the MT spheres, in the stan-
dard way of the linear MT orbital method.27 Since a Bloch
sum of atomic centered Henkel or Neumann functions has
the periodicity of the underlying lattice it may be expanded
in a Fourier series, as done here. The spherical-harmonic
expansion of the charge density, potential, and basis func-
tions was performed up tol max56. The basis included Y 4p,
5s, 5p, and 4d states, Ba 5p, 6s, 6p, 5d, and 4f states, Mn
4s, 4p, and 3d states, and O 2s, 2p, and 3d states.

Furthermore, the calculations are all electron as well as
fully relativistic. The latter level is obtained by including the
mass velocity and Darwin~and higher-order! terms in the
derivation of the radial functions~inside the MT spheres!
whereas the spin-orbit coupling was included at the varia-
tional step using an (l ,s) basis. Moreover, the present calcu-
lations made use of a so-called double basis, to ensure a
well-converged wave function. This means that two Neu-
mann or Henkel functions were applied, each attached to its
own radial function with an (n,l ) quantum number. The in-
tegrations over the Brillouin zone~BZ! in the ground-state
calculations were performed as a weighted sum, using the
special point sampling,28 with weights reflecting the symme-
try of a givenk point. We also used a Gaussian smearing
width of 20 mRy for each eigenvalue in the vicinity of the
Fermi level to speed up the convergence. For the DOS and
optical calculations, the tetrahedron integration was em-
ployed. The calculations were performed for the experimen-
tally determined structural parameters~see Sec. II!. For the
exchange-correlation functionalExc(n), we have used the
generalized gradient approximation~GGA! where the gradi-
ent of the electron density is taken into account using the
Perdew and Wang29 implementation of the GGA. Here 192k
points in the irreducible part of the primitive tetragonal BZ
were used for the self-consistent ground-state calculations
and 352k points for the optical calculations.

B. FPLAPW computations

For the XANES and orbital-projected DOS calculations
we have applied the FPLAPW method30 in a scalar-
relativistic version without spin-orbit coupling. The
FPLAPW method divides space into an interstitial region
~IR! and nonoverlapping MT spheres centered at the atomic
sites. In the IR, the basis set consists of plane waves. Inside

the MT spheres, the basis set is described by radial solutions
of the one-particle Schro¨dinger equation~at fixed energies!
and their energy derivatives multiplied by spherical harmon-
ics. The charge densities and potentials in the atomic spheres
were represented by spherical harmonics up tol 56, whereas
in the interstitial region these quantities were expanded in a
Fourier series with 3334 stars of the reciprocal lattice vectors
G. The radial basis functions of each LAPW were calculated
up to l 510 and the nonspherical potential contribution to the
Hamiltonian matrix had an upper limit ofl 54. Atomic-
sphere radiiRMT of 2.5, 2.8, 1.8, and 1.6 a.u. for Y, Ba, Mn,
and O, respectively, were used. Since the spin densities are
well confined within a radius of about 1.5 a.u, the resulting
magnetic moments do not depend appreciably with the cho-
sen atomic-sphere radii. The initial basis set included 5s, 5p,
and 4d valence and 4s and 4p semicore functions for Y, 6s,
6p, and 6d valence and 5s and 5p semicore functions for
Ba, 4s, 4p, and 3d valence and 3s and 3p semicore func-
tions for Mn and 2s, 2p, and 3d functions for O. These basis
functions were supplemented with local orbitals31 for addi-
tional flexibility to the representation of the semicore states
and for generalization of relaxation of the linearization er-
rors. Owing to the linearization errors DOS are reliable only
to about 1–2 Ry aboveEF . Therefore, after self-consistency
was achieved for this basis set we included higher-energy
local orbitals: 5d- and 4f -like functions for Y, 6d- and
4 f -like functions for Ba, 5s- and 5p-like functions for Mn,
and 3p-like functions for O. The BZ integration was done
with a modified tetrahedron method32 and we used 140k
points in the irreducible wedge of BZ. Exchange and corre-
lation effects are treated within density-functional theory
~DFT!, using the GGA.29

C. Optical properties

Optical properties of matter can be described by means of
the transverse dielectric functione(q,v) whereq is the mo-
mentum transfer in the photon-electron interaction andv is
the energy transfer. At lower energies one can setq50, and
arrive at the electric dipole approximation, which is assumed
throughout this paper. The real and imaginary parts ofe(v)
are often referred to ase1 and e2 , respectively. We have
calculated the dielectric function for frequencies well above
those of the phonons and therefore we considered only elec-
tronic excitations. In condensed matter systems, there are
two contributions toe(v), viz., intraband and interband tran-
sitions. The contribution from intraband transitions is impor-
tant only for metals. The interband transitions can further be
split into direct and indirect transitions. The latter involves
scattering of phonons and are neglected here, and moreover
these only make small contribution toe(v) in comparison to
the direct transitions,33 but have a temperature broadening
effect. Also other effects, e.g., excitons~which normally give
rise to rather sharp peaks!, affect the optical properties.

The direct interband contribution to the imaginary part of
the dielectric functione2(v) is calculated by summing all
possible transitions from occupied to unoccupied states, tak-
ing the appropriate transition-matrix element into account.
The dielectric function is a tensor for which all components
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are needed for a complete description. However, we restrict
our considerations to the diagonal matrix elementsenn(v)
with n5x, y, or z. The interband contribution to the diagonal
elements ofe2(v) is given by

e2
nn5

8p2e2

m2v2 (
n

unocc

(
n8

occ E
BZ

uPnn8
n

~k!u2f kn~12 f kn8!

3d~En
k2En8

k
2\v!

d3k

~2p!3
, ~1!

wheree is the electron charge,m its mass,f kn the Fermi-
Dirac distribution function,Pnn8

n the projection of the mo-
mentum matrix elements along the directionn of the electric
field, and En

k one-electron energies. The evaluation of the
matrix elements in Eq.~1! is done separately over the MT
and interstitial regions. Further details about the evaluation
of matrix elements are found in Ref. 34. The integration over
BZ in Eq. ~1! is performed using linear interpolation on a
mesh of uniformly distributed points, i.e., the tetrahedron
method. The totale2

nn was obtained frome2
nn(IBZ); i.e., e2

nn

was calculated only for the irreducible~I! part of the BZ
using

e2~v!5
1

N (
i 51

N

s i
Te2~ IBZ!s i , ~2!

whereN is the number of symmetry operations ands i rep-
resents the symmetry operations; for shortness,e(v) is used
instead ofenn(v). Lifetime broadening was simulated by
convoluting the absorptive part of the dielectric function
with a Lorentzian, whose full width at half maximum
~FWHM! is equal to 0.005(\v)2 eV. The experimental
resolution was simulated by broadening the final spectra with
a Gaussian of constant FWHM equal to 0.01 eV.

After having evaluated Eq.~2! we calculated the inter-
band contribution to the real part of the dielectric function
e1(v) from the Kramers-Kronig relation

e1~v!511
2

p
PE

0

`e2~v8!v8dv8

v822v2
. ~3!

In order to calculatee1(v) one needs a good representation
of e2(v) up to high energies. In the present work we have
calculatede2(v) up to 41 eV above theEF level, which also
was the truncation energy used in Eq.~3!.

To compare our theoretical results with the experimental
spectra we have calculated polarized reflectivity spectra us-
ing the following relation. The specular reflectivity can be
obtained from the complex dielectric constant in Eq.~1!
through the Fresnel’s equation

Rnn~v!5UAe~v!21

Ae~v!11
U2

. ~4!

We have also calculated the absorption coefficientI (v)
and the refractive indexn using the following expressions:

I ~v!52vF ~e1
2~v!1e2

2~v!!1/22e1~v!

2 G1/2

~5!

and

n5FAe1
21e2

21e1

2 G1/2

. ~6!

IV. RESULTS AND DISCUSSION

A. Electronic band structure

The FPLMTO calculations were performed on
YBaMn2O5 for three different magnetic configurations, viz.,
paramagnetic~P!, ferromagnetic~F!, and antiferromagnetic
~AF!. From Table I it can be seen that in the AF configura-
tion, the spins are not canceled and hence this state is really
ferrimagnetic ~Ferri!. Moreover, Table I shows that Ferri
YBaMn2O5 has lower energy than the P and F configura-
tions. The energy-band structure of Ferri YBaMn2O5 is
shown in Figs. 2~a! and 2~b! for up- and down-spin bands,
respectively. YBaMn2O5 is seen to be an indirect-band-gap
semiconductor. A closer inspection of the energy-band struc-
ture shows that the band gap is between the top of the va-
lence band~VB! at theG point and the bottom of the con-
duction band~CB! at theZ point. As the unit cell contains 18
atoms, the band structure is quite complicated and Fig. 2
therefore only depicts the energy range27.5–7.5 eV.

TABLE I. Total energy in different magnetic configurations.

Type Paramagnetic Ferromagnetic Antiferromagnetic

Total energy~Ry/f.u.! 228438.0466 228438.2754 228438.3125
DE ~meV/f.u.! 3618.6 505.6 0.0
Electronic state Metal Metal Semiconductor

Calculated magnetic moment (mB)
Ferromagnetic Antiferromagnetic Experimentala

Mn31 3.45 3.07 2.91
Mn21 3.99 3.93 3.91
Saturated 7.44 0.86 0.95

aReference 25.
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There is a finite energy gap of 1.307 eV between the
topmost-occupied VB and the bottommost-unoccupied CB in
the up-spin channel. For the purpose of more clarity, it is
convenient to divide the occupied portion of the band struc-

ture in the up-spin channel into three energy regions:~i!
bands lying at and below24 eV, ~ii ! bands lying between
24 and22 eV, and~iii ! the top of the VB, closer toEF ,
viz., the range22 –0 eV. Region~i! contains 17 bands with
contributions from Y 4s, 5s, Mn 3s, 3d, and O 2p elec-
trons. Region~ii ! comprises bands which originate from
completely filled O~1! and O~2! 2p orbitals. Region~iii ! in-
cludes 10 bands. Among them one finds delocalized~dis-
persed! bands originating from Y 5s and O 2p orbitals and
somewhat localized bands attributed to Mn~1! dz2, dx22y2,
dxz , and dyz orbitals. The topmost-occupied band contains
electrons stemming from the Mndz2 orbital. In the unoccu-
pied portion of the band structure, a corresponding division
leads to two energy regions:~1! The bottommost CB from 0
to 2 eV and~2! the middle range of CB from 2 to 4 eV.
~Above 4 eV the bands are highly dispersed and it is quite
difficult to establish the origin of the bands.! There are 9
bands in region~1! which have some Y 5s, Ba 5d, Mn~1!
3dxy , and Mn~2! 3d characters. In region~2! the bands re-
tain Y 6s and 4d, Ba 7s and 5d, and Mn 4s, 4p, and 3d
characters.

The energy-band structure of the down-spin channel@Fig.
2~b!# has 16 bands in the region~i! up to24 eV which arise
from the s and p electrons of the Y, Ba, Mn, and O atoms.
The mainlys- and p-electron character of the bands makes
them appreciably dispersed. The second energy region~ii !
contains 12 bands, which have Y 5s, Ba 5p, Mn~2! 3d, and
O~1!, O~2! 2p character. The third region~iii ! closer toEF
has 10 bands which are mainly arising from Mn~1!, Mn~2!
3d, and O~1!, O~2! 2p orbitals. Unlike the up-spin channel
the down-spin channel contains two bands atEF which arise
from the originally half-filleddyz , dxz orbitals of Mn~1! and
the half-filleddxy orbital of Mn~2!.

A finite band gap of 1.046 eV opens up between the
highest-occupied VB and bottommost-unoccupied CB. The
unoccupied portion of the down-spin channel is quite differ-
ent from that of the up-spin channel. The lowest-lying unoc-
cupied band has Mn~2! 4s electrons. Between 0 and 2 eV
there are 8 bands which arise mainly from Mn~1! 3d elec-
trons as well as from Mn~1! and Mn~2! 4s electrons and
O~1! and O~2! 2p electrons. The dispersed bands present
between 2 and 4 eV have Y 5s and 3d, Ba 6s and 5d, and
Mn~1! 3d characters.

B. DOS characteristics

In order to theoretically verify which of the two
(P4/mmm or P4/nmm based! structures is energetically
more stable, we performed first-principles calculations for
both variants. The calculated DOS value atEF for the P
phaseP4/mmm variant is 192.82 states/~Ry f.u.! and for
P4/nmm 149 states/~Ry f.u.! in the P state. Hence, a larger
number of electrons are present atEF for the former variant,
which favors the relative structural stability of the latter.
Moreover, our calculations show that theP4/nmmvariant is
860 meV/f.u. lower in energy than theP4/mmm variant.
Therefore we conclude that YBaMn2O5 is more stable in
space groupP4/nmm than in P4/mmm, viz., in accordance
with the most recent PND-based experimental study.

FIG. 2. The electronic band structure of YBaMn2O5 in the an-
tiferromagnetic state:~a! up-spin bands and~b! down-spin bands.
The line at 0 eV refers to the Fermi energy level.
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Our calculated total DOS curves for YBaMn2O5 in the P,
F, and Ferri configurations are given in Fig. 3. The highest-
occupied energy level in the VB, i.e.,EF , is marked by the
dotted line. In the P and F cases finite DOS values are
present in the vicinity ofEF . Hence, both the P and F con-
figurations exhibit metallic character. On going from the P to
F case, the electrons start to localize which is seen from the
reduced number of states atEF . Due to the electron local-
ization, a gain in total energy of 3.1 eV~Table I! is observed
when the spin polarization is included in our calculations.
However, in the Ferri case, a finite band gap of 0.88 eV
opens up between the top of the VB and the bottom of the
CB. The experimental studies also show semiconducting
behavior.12,35 From Table I it can be seen that the Ferri con-
figuration has lower energy than the other two configura-
tions. The present observation of the stabilization of a Ferri
ground state in YBaMn2O5 is consistent with the established
magnetic structure.25 It is interesting to note that the intro-
duction of the Ferri configuration is essential in order to
obtain the correct semiconducting state for YBaMn2O5. Un-
like LaMnO3 ~where the energy difference between the F
and AF cases is;25 meV),36 there is a large energy differ-
ence (;0.5 eV) between the Ferri and the F states of
YBaMn2O5. So a very large magnetic field is required to
stabilize the F phase and induce insulator-to-metal transition
in YBaMn2O5.

In the RMnO3 phases hole doping induces CE-type mag-
netic ordering in which the spins are F aligned in zigzag
chains with AF coupling between these chains. In
YBaMn2O5, the Mn spins are AF aligned within quasi-one-
dimensional chains as well as between the chains. The main
difference between YBaMn2O5 andRMnO3 is that the latter
haveeg electrons present in the vicinity ofEF and that the

superexchange interaction originates from the localizedt2g

electrons. Owing to the square-pyramidal crystal field in
YBaMn2O5 both eg (dxy anddz2 DOS in local coordinates!
and t2g (dyz , dxz , and dx22y2 DOS in local coordinates!
electrons~Fig. 5! get localized and hence botheg and t2g

electrons participate in the superexchange interaction. This is
the main reason why the F state has much higher energy than
the AF state in YBaMn2O5 as compared with LaMnO3.

To obtain more insight into the DOS features, we show
the angular-momentum-, spin-, and site-decomposed DOS in
Fig. 4. The lower panels for Y and Ba show that, in spite of
the high atomic numbers for Y and Ba, small DOS values are
seen in VB. The Y and Ba states come high up in CB~ca. 4
eV aboveEF), indicating a nearly total ionization of these
atoms. They lose their valence charge to form ionic bonding
with oxygen. According to the crystal structure, Y and Ba are
located in layers alongc, which is clearly reflected in the
electronic charge-density distribution within~100! in the AF
configuration~Fig. 6!.

The distinction between Mn~1! and Mn~2! is clearly re-
flected in the different topology of their DOS curves. As seen
from Table I, Mn~1! has a smaller magnetic moment

FIG. 3. Total density of states~DOS! for YBaMn2O5 in para-,
ferro-, and ferrimagnetic states.

FIG. 4. Site-, spin-, and angular-momentum-decomposed DOS
of YBaMn2O5 in the ferrimagnetic state, obtained by the full-
potential LMTO method.
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(3.07mB) than Mn~2! (3.91mB) which leads to the conclu-
sion that Mn~1! corresponds to Mn31 and Mn~2! to Mn21,
both in high-spin states. Both Mn~1! and Mn~2! have low-
lying DOS features around217 eV which can be attributed
to well-localizeds and p electrons originating from the co-
valent interaction between Mn 3d with O 2s and 2p states.
The somewhat dispersed DOS in the energy region27.5 to
22.5 eV is attributed to 3d electrons for both Mn~1! and
Mn~2!. As Mn~1! and Mn~2! are AF coupled, theird-orbital
DOS have opposite character. The localized peaks closer to
EF , with a width of about 2 eV, have both (3d) eg and t2g

character~see below!.
The top two panels of Fig. 4 show DOS for O~1! and

O~2!. Crystallographically O~1! is almost coplanar~in ab)
with Mn, whereas O~2! is at the apex of the square pyramid
~along c). The well-localized peaks in DOS for O~1! and
O~2! at about218 eV reflect the completely filled 2s orbit-
als. The spread-out DOS features between27.5 and
20.5 eV are attributed to O 2p states. Figure 4 shows that
the O 2p states are energetically degenerate with Mn 3d
states in this energy range, implying that these orbitals form
covalent bonds with Mn~1! and Mn~2! through hybridization.
The presence of a strong covalent interaction between Mn
and O in YBaMn2O5 is confirmed by our charge-density
analysis. The almost empty DOS for O~1! and O~2! in the
CB implies that the oxygen atoms are in nearly completely
ionized states in YBaMn2O5.

In order to progress further in the understanding of the
chemical bonding, charge, spin, and orbital ordering in
YBaMn2O5, we have plotted the orbital-decomposed DOS
for the 3d orbitals of Mn~1! and Mn~2! in Fig. 5. This illus-
tration shows that DOS for theeg orbitals (dz2 anddxy) for
both Mn~1! and Mn~2! are well localized compared to that of
Mn ions in LaMnO3. There is a sharp peak at25 eV in the
up-spin panel for Mn~1! and in the down-spin panel for
Mn~2! which correlates with a well-localized peak in DOS
for O~2! ~Fig. 4! This is attributed to the 180°
Mn31-O(2)-Mn21 bond angle which facilitatesp-d s bond
to the O~2! pz orbital and superexchange interaction.37 As
up-spin Mn~1! and down-spin Mn~2! are participating in the
bonding, we infer that the superexchange interaction results
in AF spin ordering between the Mn atoms involved. The
peaks at ca. 1 eV in up-spin Mn~1! and down-spin Mn~2! are
attributed to the~nonbonding! dz2 orbitals.

Since the Mn atoms are surrounded by O atoms in a
square-pyramidal arrangement and the Mn~1!-O~1!-Mn~2!
bond angle is very much less than 180° (158°), the electron
distributions in theeg orbitals are very different. In particular
the dz2 electrons distributed closer toEF and thedxy elec-
trons are well localized and nearly empty in the top of the
VB. From Fig. 4, we see that the O 2p orbitals are also
situated in the same energy range~25 to 0 eV! as thedxy
orbitals of Mn~1! and Mn~2!; thus, these orbitals and O~1! px
andpy orbitals formp-d s bond. As the bond angle Mn~1!-
O~1!-Mn2 is only 158°, the strength of this covalent bond is
weak and consequently the AF superexchange interaction be-
comes weakened.37 Despite the AF superexchange interac-

tion, there is no exact cancellation of the spins of Mn(1)31

and Mn(2)21, and the result is a Ferri state with a finite
magnetic moment of 0.85mB .

Transition-metal perovskite oxides which exhibit CO like
La12xSrxMnO3 have an octahedral crystal field, whereas
YBaMn2O5 has a square-pyramidal arrangement around Mn.
In the former case, thet2g electrons are in a well-localized
state. But in YBaMn2O5 the t2g electrons are closer to the
EF . Due to different nature of hybridization between theeg
orbitals and the O 2p state, they have a different DOS dis-
tribution as shown in Fig. 5. Thet2g orbitals ~dyz , dxz , and
dx22y2! of both Mn~1! and Mn~2! are energetically degener-
ate as clearly seen from the character of the DOS curve. The
topology of orbital-projected DOS curves is similar for
Mn~1! and Mn~2!, except for thedxy orbital. For Mn~1! the
dxy orbital has a very small peak atEF whereas a finite-sized
peak is observed for the same orbital of Mn~2!. It is indeed
the occupancy of this orbital which determines the magnetic
moment of Mn~1! and Mn~2!. If one considers the
Goodenough-Kanamori39 rules for magnetic interactions in
manganese oxides, the expected magnetic order should be
A-type AF ~viz., F ordering within the layers and AF order-
ing between the layers, arising from superexchange interac-

FIG. 5. Orbital~d! decomposed DOS for Mn~1! and Mn~2! in
the ferrimagnetic state obtained by the full-potential FLAPW
method.
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tions between occupieddxy orbitals on Mn21 and emptydxy

on Mn31). However, owing to the large deviation of the
Mn-O-Mn bond angle from 180° along with CO, thedxy
orbitals for both Mn species become occupied. Hence, AF
ordering is observed between Mn within the planes as well
as between the planes~see Fig. 7!. One Mn couples AF to its
six neighboring Mn in aG-type AF arrangement in accor-
dance with experimental findings.25 Hence, the theoretical
calculations have provided the correct ground state with re-
spect to the experiments.

Magnetic susceptibility and magnetization measurements
have unequivocally shown that YBaMn2O5 is in a Ferri state
at low temperature12,25 with a saturated moment between
0.5mB and 0.95mB per YBaMn2O5 formula unit.12,25 The
theoretically calculated magnetic moments for Mn are
3.07mB and 3.93mB , repectively, giving a net magnetic mo-
ment of 0.86mB per formula unit for the Ferri state of
YBaMn2O5. Our theoretically calculated value is less than
the predicted~spin-only! value of 1.0mB . From the DOS
analyses, we noted that there is strong hybridization between
Mn 3d electrons and O 2p electrons. A finite magnetic mo-
ment of 0.0064mB /atom and 0.0032mB /atom are theoreti-
cally found to be present at O~1! and O~2!, respectively.
Hence, we conclude that the slight deviation in the saturated
magnetic moment from that predicted by an idealized ionic
model can be attributed to the strong hybridization between
Mn 3d and O 2p electrons. We have also performed calcu-
lations with the room-temperature structural parameters, con-
firming that the two manganese atoms possess different mag-
netic moments at this temperature. In order to understand the
role of JT distortion arising from the presence of Mn31 ions
in YBaMn2O5, it is interesting to study the lattice relaxation
effect on the electronic structure and magnetic properties of
this material. However, due to the intense computations in-
volved in such studies, it is out of scope of the present in-
vestigation.

C. Charge and orbital ordering

For the pseudocubic and layered perovskite manganese
oxides, essentially three parameters control the electron-
correlation strength and the resultant structural, transport,
and magnetic properties:10 First, the hole-doping level
~charge-carrier density or the band-filling level of the CB!. In
the case of perovskite oxides the substitution of a trivalent
rare earth~R! by a divalent alkaline earth~A! introduces
holes in the Mn 3d orbitals. Second, the effective one-
electron bandwidth~W! or equivalently theeg electron-
transfer interaction. The magnitude ofW is directly deter-
mined by the size of the atom at theR and A sites which
makes the Mn-O-Mn bond angle deviate from 180° and thus
hinders the electron-transfer interaction. The correlation be-
tween CO and the size of theR andA is studied by several
workers and is well illustrated by a phase diagram in Ref. 40.
Third comes the dimensionality: the lowering of the elec-
tronic dimensionality causes a variety of essential changes in
the electronic properties. The carrier-to-lattice coupling is so
strong in manganites that the charge-localization tendency
becomes very strong. Investigations on the CO state have

established an intimate connection to lattice distortion. It
seems to be the lattice distortion associated with OO which
localizes the charge and thus initiates CO.40

In general the ground state of mixed-valent manganite
perovskites is either F and metallic or AF and CO. In all CO
systems, the magnetic susceptibility drops rapidly at the CO
temperature (TCO). CO drastically influences the magnetic
correlations in manganites. The effect of the CO state on
cooperative magnetic states is to produce insulating behav-
ior. A high magnetic field induces a meltinglike phenomenon
of the electron lattice of the CO phase, giving rise to a huge
negative magnetoresistance.41 For these reasons, it is inter-
esting to study CO in YBaMn2O5.

Charge localization, which is a prerequisite for CO, is
mutually exclusive with an F state according to the double-
exchange mechanism. The double-exchange mechanism re-
quires hopping of charge carriers from one Mn to an adjacent
Mn via an intervening O. The CO state is expected to be-
come stable when the repulsive Coulomb interaction be-
tween carriers dominates over the kinetic energy of the car-
riers. Hence, CO arises because the carriers are localized at
specific long-range-ordered sites below the CO temperature.
CO is expected to be favored for equal proportions of Mn21

and Mn31 as in the present case, and in YBaMn2O5 it is
associated with the AF coupling between Mn in theab
plane. CO depends on thed-electron bandwidth and hence it
is worth to consider this feature in some detail. On reduction
of the Mn-O-Mn angle, the hopping between the Mn 3d and
O 2p orbital decreases and hence theeg bandwidth de-
creases. Consequently the system stabilizes in a Ferri-CO-
insulating state. Usually the CO-insulating state transforms
to a metallic F state on the application of a magnetic field.
This may be the reason for the metallic behavior of the F
phase found in our calculation. CO in YBaMn2O5 is charac-
terized by the real-space ordering of Mn21 and Mn31 spe-
cies as shown in Figs. 6~a! and 6~b!. Our calculations predict
that a long-range CO of Mn21 and Mn31 with a rocksalt-
type arrangement occurs at low temperatures. This can be
viewed as chains of Mn21 and Mn31 running parallel tob
and correspondingly alternating chains running alonga andc
~viz., a checkerboard arrangement of CO as seen from Fig.
7!.

Furthermore, there exist orbital degrees of freedom for the
Mn 3d electrons and OO can lower the electronic energy
through the JT mechanism. Therefore, mixed-valent manga-
nites can have OO in addition to CO.42 OO gives rise to the
anisotropy in the electron-transfer interaction. This favors or
disfavors the double-exchange interaction and the~F or AF!
superexchange interaction in an orbital-dependent manner
and hence gives a complex spin-orbital-coupled state. There-
fore, it is also interesting to study OO in some detail. Figures
6~a! and 6~b! show the electron charge density of
YBaMn2O5 in bc ~100! and ab ~001! planes, respectively.
As the electron-charge density is plotted in the energy range
where the 3d orbitals reside, the shape of thedz2 anddx22y2

orbitals are well reproduced in Figs. 6~a! and 6~b!, respec-
tively. The transfer integral between the two neighboring Mn
atoms in the crystal lattice is determined by the overlap be-
tween the 3d orbitals with the 2p orbital of O atom. In the
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bc plane thedz2 orbital is ordered alongc for both Mn~1!
and Mn~2!; this orbital hybridizes with the O~1! pz orbital,
resulting in ap-d s bond. The finite electron density present
within Mn~1!-O~2!-Mn~2! illuminates the path for the AF
superexchange interaction between them. When the size of
theR andA becomes smaller the one-electron bandwidth~or
eg electron-transfer interaction! decreases in value.40 For
Y31 with an ionic radius of 1.25 Å@smaller than otherR’s
like La31 ~1.36 Å! ~Ref. 38!# the Mn~1!-O~1!-Mn~2! angle is
much less than 180° so theeg-electron bandwidth is small
compared with thet2g-electron bandwidth.

The overlap between thedx22y2 and pz orbitals is zero
because of their different orientation in theab plane. There-
fore, the electron in thedx22y2 orbital cannot hop alongc.37

Also the direct overlap between Opx,y and Mnd is minimal
in the ab plane and hence thed electrons get localized and
cause CO and OO. Owing to the fact that the Mn~1!-O~1!
bond length is 1.908 Å compared with 2.086 Å for Mn~2!-
O~1!, more electronic charge is present on Mn21 than on
Mn31. This is visible in the orbital decomposed DOS~Fig.
5!, where thedxy orbital of Mn21 has more states~electrons!
than that of Mn31.

PND ~Ref. 25! indicates that Mn31 has the occupieddz2

orbital extending along@001#, whereas the unoccupied
dx22y2 orbital extends along@110# and@11̄0#. A correspond-
ing OO could be expected for Mn21 with both dz2 and
dx22y2 orbitals occupied. Our detailed electronic structure
studies show that bothdz2 and dx22y2 orbitals are partially
occupied for Mn21 as well as Mn31 as shown in Fig. 5. On
the other hand, according to our charge-density analysis
@Figs. 6~a! and 6~b!# the dz2 orbital is ordered along thebc

plane anddx22y2 orbital order along theab plane for Mn~1!
and Mn~2! ~Fig. 7!, which is consistent with experimental
findings. Bothdz2 anddx22y2 orbitals are aligned in the same
orientation within the layer as well as between the layers as
shown in Fig. 7. So this type of OO is named F type.

D. Optical properties

Further insight into the electronic structure can be ob-
tained from the calculated interband optical functions. It has
been earlier found that the calculated optical properties for
SnI2 , NaNO2, and MnX (X5As, Sb, Bi! ~Refs. 44–46! are
in excellent agreement with the experimental findings, and
we have therefore used the same theory to predict the optical
properties of YBaMn2O5. Since this material possesses
unique Ferri ordering and semiconducting behavior along
with a uniaxial crystal structure, it may find application in
optical devices. Yet another reason for studying the optical
properties is that it has been experimentally established43 that
the optical anisotropy of Pr0.6Ca0.4MnO3 is drastically re-
duced aboveTCO. It is therefore expected that the optical
anisotropy will provide more insight into CO and OO in
YBaMn2O5. For YBaMn2O5 with its tetragonal crystal struc-
ture, the optical spectrum is conveniently resolved into two
principal directionsEia andEic, viz., with the electric field
vector polarized alonga andc, respectively. In the topmost
panel of Fig. 8, the dispersive part of the diagonal elements
of the dielectric tensor are given. The anisotropy in the di-
electric tensor is clearly seen in this illustration.

In the second panel of Fig. 8, the polarizede2 spectra are
shown. The spectra corresponding toEia and Eic differ
from one another up to ca. 10 eV whereas less difference is
noticable in the spectra above 10 eV. Since there is a one-to-
one correspondance between the interband transitions and
band structures~discussed in Sec. IV A!, we investigate the
origin of the peaks in thee2 spectrum with the help of our
calculated band structure. As YBaMn2O5 stabilizes in the
Ferri state, the VB has an unequal number of bands in the
up- and down-spin channels~Fig. 2!, viz., 36 bands in the
former and 38 in the latter. The two extra bands of the down-
spin channel closer toEF in the VB play an important role in

FIG. 6. Charge density distribution of YBaMn2O5 in ~a! bc
~100! and~b! ab ~001! plane. Here 40 contours are drawn between
0 and 0.02 electrons/ a.u.3 The charge density is calculated in the
energy range24.57 eV to 23.42 eV in the bc plane and
29.37 eV to23.82 eV in theab plane in order to visualize the
Mn 3d electrons.

FIG. 7. Schematic diagram showing the checkerboard-type
charge order~CO!, F-type orbital order~OO!, andG-type ferrimag-
netic spin order~SO! of Mn in YBaMn2O5.
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the transitions as discussed below. We name the topmost
band of the VB as No. 38 and bottommost band of the CB as
No. 39. The lowest-energy peakA results from interband
transitions@Nos. 35–41, mostly O~1! 2p to Mn~2! dz2, and
Nos. 35–39, mostly Mn~1! dz2 to Mn~2! 4p# and peakB
results from transitions~Nos. 38–48 and 36–49, mostly Mn
3d to Mn 4p). PeakC originates from many transitions,
including O 2p to Mn 3d, Y 5s to Y 5p, etc. PeaksD, E, and
F are contributed by several transitions including O 2p to
Mn 3d and Y 5s to Y 5p. Further, a very small peak is
present in the higher-energy region (;17 eV) of e2 which
is due to transitions from lower-lying occupied levels to
higher-lying unoccupied levels. The accumulation of broad Y
4d and Ba 5d bands in the high-energy part of the CB results
in very little structure in the higher-energy part of the optical
spectra. The optical gaps forEia andEic are approximately
the same indicating that the effective intersite Coulomb cor-
relation is the same for the in-plane and out-of-plane orien-
tations for the Ferri phase. This can be traced back to the
G-type Ferri coupling in this material.

In order to understand the origin of the optical anisotropy
in YBaMn2O5 we have also made optical property calcula-
tions for the F phase, which show that~in contrast to the
Ferri phase! the e2 spectrum forEia is shifted some 3.5 eV
to higher values thanEic. Further, thee2 components ofEic
for the F phase is much smaller than that for the Ferri phase,
indicating that the large optical anisotropy in YBaMn2O5 is
originating from theG-type Ferri ordering.

To emphasize the above finding, we have also plotted the
spin-projectede2 spectra along thea @e2

a(v)# andc @e2
c(v)#

directions~third and fourth panels of Fig. 8, respectively!.
Although the optical gap is approximately same forEia and
Eic in the e2 spectrum, there is a finite difference in the
optical gaps related to up- and down-spin electrons in the
e2

a(v) ande2
c(v) spectra. The optical gap for the down-spin

case is smaller than that for up-spin case owing to the pres-
ence of the two narrow bands very close toEF in the down-
spin channel of the VB. There is a large difference between
the spectra for up and down spins up to ca. 7 eV. Thee2

a(v)
spectrum resulting from the up-spin states has somewhat
more dispersed peaks than that from down-spin states. The
e2

a(v) spectrum resulting from the down-spin states has four
well-defined peaks: two prominent peaks in the region
1.75–2 eV and two additional peaks at ca. 2.25 and 3 eV.
The magnitude of the down-spin peaks are higher than those
of the up-spin peaks in thee2

a(v) spectrum. Thee2
c(v) spec-

trum originating from up- and down-spin states have appre-
ciable differences up to ca. 6 eV. The down-spin part has two
well-defined peaks at ca. 1.75 and 2.75 eV. The up-spin part
has dispersed peaks of lower magnitude than the down-spin
part, the magnitude of the up-spin peaks ine2

c(v) being gen-
erally higher than ine2

a(v). The optical anisotropy is notice-
able in the direction- as well as spin-resolvede2 spectra.
Hence, it is verified that the optical anisotropy originates
both from crystal-field effects as well as from the Ferri or-
dering. As the reflectivity, absorption coefficient, and refrac-
tive index are often subjected to experimental studies, we
have calculated these quantities and reproduced them in Fig.
9. We now advertice for experimental optical studies on
YBaMn2O5.

E. XANES studies

X-ray absorption spectroscopy~XAS! has developed into
a powerful tool for the elucidation of the geometric and elec-
tronic structure of amorphous and crystalline solids.47 X-ray
absorption occurs by the excitation of core electrons, which
makes this technique element specific. Although the XANES
only provides direct information about the unoccupied elec-
tronic states of a material, it gives indirect information about
the valence of a given atom in its particular environment and
about occupied electronic states. This is because the unoccu-
pied states are affected by the occupied states through inter-
action with the neighbors.

The oxygen atoms are in two different chemical environ-
ments in YBaMn2O5 as clearly seen in PDOS in Fig. 4. The
calculatedK-edge spectra for O~1! and O~2! shown in Fig.
10 involve transition from the 1s core state to the unoccu-
piedp state. In this context the MnK edge mainly probes the

FIG. 8. Imaginary and real parts of the optical dielectric tensor
of YBaMn2O5 are given in the first and second panels, respectively
~note that the spectra are broadened!. The spin-projected imaginary
part of dielectric tensor alonga andc directions are given in third
and fourth panels, respectively.
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unoccupied Mn 4p states. It is generally accepted that O
K-edge spectra are very sensitive to the local structure of
transition-metal oxides as documented for Fe2O3 ~Ref. 48!
and TiO2 ~Ref. 49!. The K-edge spectra for O~1! and O~2!
~Fig. 10! show appreciable differences throughout the whole
energy range. In particular there are two peaks appearing in
the O~2! spectrum between 540 and 550 eV that are absent
for O~1!. Within 3 Å, 2 Mn, 2 Y, and 6 O surround O~1!
whereas, 2 Mn, 4 Ba, and 5 O surround O~2!. It is this dif-
ferent chemical environment which causes the differences in
the K-edge XANES spectra of O~1! and O~2!.

YBaMn2O5 contains Mn in the valence states Mn31 and
Mn21 which, as discussed in Sec. IV C, experience CO. An
experimental technique to visualize CO is not available. In
order to visualize the presence of different oxidation states
for Mn, we have theoretically calculated the XANESK-edge
spectra for Mn~1! and Mn~2! and presented them in Fig. 10.
Both Mn atoms are seen to have four peaks within the energy
range considered, reflecting that both are surrounded by five
O within 2.08 Å. However, owing to the different valence
states, there are intensity differences as well as energy shifts
~some 1 eV! of these peaks. For example, the lower-energy
peak has large intensity in the Mn~2! K-edge spectrum com-
pared with that for Mn~1!. On the contrary, the three higher-
energy peaks in the Mn~2! K-edge spectrum are less intense
than in the Mn~1! K-edge spectrum. When experimental

XANES spectra become available for YBaMn2O5 the above
features should be able to confirm the two different valence
states for Mn.

F. Hyperfine parameters

The calculation of hyperfine parameters is useful to char-
acterize different atomic sites in a given material. Many ex-
perimental techniques such as Mo¨ssbauer spectroscopy,
nuclear magnetic and nuclear quadrupole resonance, and per-
turbed angular correlation measurements are used to measure
hyperfine parameters. Hyperfine parameters describe the in-
teraction of a nucleus with electric and magnetic fields cre-
ated by its chemical environment. The resulting splitting of
nuclear energy levels is determined by the product of a
nuclear and an extra-nuclear quantity. In the case of quadru-
pole interactions, it is the nuclear quadrupole moment that
interacts with the electric field gradient~EFG! produced by
the charges outside the nucleus.50 The EFG is a ground-state
property of a material which depends sensitively on the
asymmetry of the electronic charges. The direct relation of
the EFG and the asphericity of the electron density in the
vicinity of the probe nucleus enables one to estimate the
quadrupole splitting and the degree of covalency or ionicity
of the chemical bonds provided the nuclear quadrupole mo-
ment is known. Quantities describing hyperfine interactions
~e.g., EFG and isomer shift! are widely studied nowadays
both experimentally and theoretically.

FIG. 9. Calculated reflectivity spectra, absorption coefficient
@(I (v) in 105 cm21)# and refractive index@n(v)# along a and c
for YBaMn2O5.

FIG. 10. CalculatedK-edge spectra for Mn~1! and Mn~2! as well
as O~1! and O~2! of YBaMn2O5.
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Blaha et al.51 have showed that the linear augmented
plane wave~LAPW! method is able to predict EFG’s in
solids with high precision. The charge distribution of com-
plex materials such as YBa2Cu3O7, YBa2Cu3O6.5, and
YBa2Cu3O6 has been studied theoretically by Schwarz
et al.52 by this approach. In this study, we have attempted to
establish the different valence states of Mn in YBaMn2O5
with the help of the EFG and the hyperfine field calculated
using the FPLAPW method as embodied in theWIEN97

code.30

The total hyperfine field~HFF! can be decomposed in
three terms: a dominant Fermi contact term, a dipolar term,
and an orbital contribution. We limit our consideration to the
contact term, which in the nonrelativistic limit is derived
from the spin densities at the nuclear site:

Hc5
8

3
pmB

2@r↑~0!2r↓~0!#. ~7!

The EFG is defined as the second derivative of the elec-
trostatic potential at the nucleus, written as a traceless tensor.
This tensor can be obtained from an integral over the non-
spherical charge densityr(r ). For instance the principal
componentVzz is given by

Vzz5E d3rr~r !
2P2~cosu!

r 3
, ~8!

whereP2 is the second-order Legendre polynomial. A more
detailed description of the calculation of the EFG can be
found elsewhere.53

The calculated EFG and HFF at the atomic sites in
YBaMn2O5 are given in Table II which confirm that there is
a finite difference in the value of both the EFG and HFF
between the two Mn atoms. So we can conclude that their
charge distribution is quite different. The higher value of the
EFG and HFF in Mn21 than in Mn31 is justified because
more charge is found on the latter. This can be seen from the
orbital-projected DOS as well as from the magnetic moments
possessed by the two ions. The HFF for Mn31 in LaMnO3 is
found to be2198 kG,36 which is quite close to2179 kG
found for Mn31 in our case. Consequently we substantiate
that Mn~1! corresponds to Mn31. The two oxygen ions also

differ mutually in their values for the EFG and HFF~Table
II !, suggesting that the strength of the covalent bond formed
by them with Mn~1! and Mn~2! is different.

V. SUMMARY

Like hole-doped RMnO3-based CMR materials
YBaMn2O5 also carries mixed-valence states of manganese,
ferrimagnetic ordering, and charge ordering and apparently
undergoes a combined insulator-to-metal and ferrimagnetic-
to-ferromagnetic transition. Hence YBaMn2O5 may be a po-
tential CMR material which deserves more attention.

We have made a detailed investigation of the electronic
properties of YBaMn2O5 using the full-potential LMTO
method as well as the full-potential LAPW method and con-
clude the following.

~i! The G-type ferrimagnetic semiconducting state is
found to be the ground state in accordance with experimental
findings.

~ii ! The existence of the two different types of Mn atoms
is visualized by differences in site- and orbital-projected
DOS curves. In order to further emphasize the different va-
lence states of Mn, we have calculatedK-edge XANE spec-
tra. For Mn as well as O the existence of two types of
valence-induced atomic species is established with the help
of K-edge spectra.

~iii ! The occurrence of checkerboard-type charge ordering
and F-type orbital ordering is seen from the charge-density
plots. The small size of Y31 makes the Mn-O-Mn bond
angle deviate from 180°, which in turn imposes a reduction
in the eg bandwidth. The charge- and orbital-ordering fea-
tures are believed to result from this perturbation of theeg
orbitals.

~iv! As YBaMn2O5 is a ferrimagnetic semiconductor, it is
useful to probe its optical properties for potential applica-
tions. We have analyzed the interband contributions to the
optical properties with the help of the calculated electronic
band structure features. We found large anisotropies in the
optical spectra originating from ferrimagnetic ordering and
the crystal field splitting. No experimental optical study of
YBaMn2O5 is hitherto available.

~v! Hyperfine parameters such as hyperfine field and elec-
tric field gradients have also been calculated showing very
large differences in the computed values for the crystallo-
graphically different manganese and oxygen atoms. This
substantiates that Mn exists in two different valence states in
YBaMn2O5.
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TABLE II. Calculated ~FLAPW method! principal component
of the electric field gradient~EFG! Vzz in units of 1021 V/m2 and
the Fermi contact hyperfine field~HFF! in kG at the atomic sites in
ferro- and ferrimagnetic configurations.

Ferromagnetic Ferrimagnetic
Atom EFG HFF EFG HFF

Y 0.17 45.90 0.48 21.01
Ba 10.50 219.24 10.08 38.85
Mn~1! 2.41 273.36 0.09 2179.54
Mn~2! 20.98 2210.98 1.01 318.79
O~1! 5.36 64.42 4.95 242.59
O~2! 3.86 97.06 5.06 21.96
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Effect of oxygen stoichiometry on spin, charge, and orbital ordering in manganites
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Using full-potential density-functional calculations we show that oxygen stoichiometry plays an important
role on spin, charge, and orbital ordering in manganites. The electronic structure and magnetic properties of
LaBaMn2O51d have been studied ford50, 0.5, and 1; ford50 and 0.5 the system exhibits charge, orbital,
and antiferromagnetic spin ordering, whereas atd51 the charge and orbital orderings disappear but the spin
ordering remains. We also bring out an insulator-to-metal transition upon going fromd50 to 1. The study
suggests that one can manipulate the charge and orbital orderings in certain perovskite-like oxides by merely
varying the oxygen stoichiometry and hence design oxides with desired electrical and magnetic properties.
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There has been an upsurge of interest in perovskite-like
manganese-based oxides since the discovery of colossal
magnetoresistance~CMR!. The CMR manganites display a
fascinating diversity of behaviors including several forms of
spin, charge, and orbital orderings~hereafter SO, CO, and
OO!.1 The electronic, magnetic, and CMR features of a given
material are largely determined by the chemical composition
and crystal structure and these properties may be quite sen-
sitive to even tiny changes in the atomic architecture. Hence
an improved understanding of how composition and struc-
ture affect transport and magnetism and this may guide the
search for new CMR materials.2

The interplay between the crystal symmetry and the
atomic orbitals plays a crucial role in the conductivity of the
eg electrons in manganites. The transfer integral~t! of eg
electrons between neighboring Mn sites is mediated by the
O-2p orbitals and hence depends on the degree of hybridiza-
tion between Mn-3d and O-2p orbitals. The substitution of
divalent cations on theA site of REMnO3 ~RE stands for rare
earth! perovskites~e.g., the parent CMR material LaMnO3)
induces holes in theeg band. Many studies have addressed
the effect ofA-site-substituted cations on SO, CO, and OO.
Although it is well known that the long-range CO and the
transfer efficiency of CMR materials are very sensitive to the
oxygen stoichiometry, a complete picture of the role of the
oxygen content and localization is lacking. In an attempt to
partly remedy this situation we have studied the SO, CO, and
OO in the model system LaBaMn2O51d (d50, 0.5, and 1!.
In addition to a significant CMR effect, ferromagnetic order-
ing ~viz., TC) close to room temperature is considered essen-
tial for technological applications of manganites. Ba-
substituted LaMnO3 offers interesting features3 with TC near
room temperature and large resistance changes just above
@e.g.,TC'362 K ~Ref. 4! for La0.65Ba0.35MnO3]. Hence the
studies on LaBaMn2O51d may prove to be of basic as well
as applied scientific interest.

LaBaMn2O5 crystallizes in the tetragonal double-
perovskite-type structure3 @space groupP4/nmm, see Fig.
1~a!#. It consists of double layers of apex-sharing MnO5
pyramids interleaved by oxygen-empty layers (Ba21 are
in the oxygen-apical layers and La31 in the oxygen-empty
layers!. The Mn-O distances in the polyhedra are influenced
by the size difference between La31 and Ba21 owing to
their arrangement alongc. Two crystallographic types of

Mn and O atoms are present and reflected in different
O-Mn-O angles (apical5161°; equatorial5180°).
LaBaMn2O5.5 is orthorhombic5 @space groupAmmm; see
Fig. 1~c!#. The additional oxygen atoms ford50.5 are at the
oxygen-empty layers of the LaBaMn2O5-type variant. Hence
LaBaMn2O5.5 has square pyramidal@around Mn~1!# as well
as octahedral @around Mn~2!# coordinations of Mn.
LaBaMn2O6 also has a tetragonal structure3 @space group
P4/mmm; see Fig. 1~e!#. The added oxygen atoms complete
the conversion from square pyramidal coordination around
Mn~1! at d50 to octahedral atd51. The interesting aspect
of LaBaMn2O51d is that the arrangement of La31 and Ba21

remains unchanged, hence the similarity between the three
structures is reinforced.

We have calculated the total energy of LaBaMn2O51d in
the para-~P!, ferro- ~F!, and antiferromagnetic~AF! configu-
rations for the experimentally reported structural parameters.
The full-potential linear muffin-tin orbital ~FPLMTO!
calculations6 presented in this paper are all-electron, and no
shape approximation to the charge density or potential has
been used. The basis set is comprised of augmented linear
muffin-tin orbitals.7 The calculations are based on the
generalized-gradient-corrected~GGA! density-functional
theory as proposed by Perdewet al.8 Spin-orbit coupling is
included directly in the Hamiltonian matrix elements for the
part inside the muffin-tin spheres. We used a multibasis in
order to ensure a well-converged wave function, i.e., several
Hankel or Neumann functions, each attached to its own ra-
dial function, have been used. Hence the basis included are
6s, 6p, 5p, 5d, and 4f orbitals for La and Ba, 4s, 4p, and
3d orbitals for Mn, and 2s, 2p, and 3d orbitals for O. The
spherical-harmonic expansion of the charge density, potential
and basis functions was performed up to,max56. For the
total-energy study thek-space integration is done using the
special point method with 192k points in the irreducible part
of the first Brillouin zone. For the F and AF calculations, the
magnetization axes are chosen in accordance with experi-
mental findings.3,5 In the AF calculation for LaBaMn2O5.5,
an explicit supercell with 38 atoms is considered. In order to
verify the results obtained from the FPLMTO method and to
calculate the occupation matrix of each of the Mn-3d orbit-
als, we have done similar calculations by the full-potential
linearized-augmented plane-wave~FPLAPW! method as
implemented in WIEN97.9 Atomic-sphere radii of 2.8 a.u.
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for La and Ba and 2.0 and 1.6 a.u. for Mn and O, respec-
tively, were used. Exchange and correlation effects are
treated using the GGA.8 The charge densities and potentials
in the atomic spheres were represented by spherical harmon-
ics up to,56, whereas in the interstitial region these quan-
tities were expanded in a Fourier series. The radial basis
functions of each LAPW were calculated up to,510 and
the nonspherical potential contribution to the Hamiltonian
matrix had an upper limit of,54. From the,,m projected
charge density the CO and OO ordering in these materials
are analyzed. For further computational details see Ref. 10.

In RE12xAExMnO3 ~AE stands for alkaline earth! com-
pounds the one-electron bandwidth~W! of the Mn-d elec-
trons decreases with decreasing size of theA-site cation, and
leads in turn to CO and/or OO. In addition, theA-site sub-

stitution changes the valence of the Mn ions. Similarly the
variation of the oxygen stoichiometry modifiesW and the
valence of the Mn ions and this may be used to manipulate
SO, CO, and OO in perovskite-like oxides as shown here for
the LaBaMn2O51d phase.

Table I shows the results of FPLMTO calculations per-
formed for the P, F, and AF configurations of LaBaMn2O51d

~similar results were obtained from the FPLAPW method!.
For all three compositions the AF state is found to have the
lowest energy. Table II shows that AF LaBaMn2O5 has a
finite total moment of 0.97mB , implying that it is in fact
ferrimagnetic~Ferri!. The Ferri ground state and the calcu-
lated magnetic moment are in good agreement with the ex-
perimental findings.3 From the difference in the ionic size
and magnetic moment, it is experimentally established that
Mn~1! corresponds to Mn31 and Mn~2! to Mn21 both in
high spin ~HS! states. This picture for LaBaMn2O5 agrees
fully with the outcome of the present calculations. In order to
analyze changes in the electronic structure with respect to the
oxygen stoichiometry, the density of states~DOS! in the
ground-state configurations of LaBaMn2O51d is given in
Fig. 2. An energy gap (Eg) of ca. 0.84 eV opens up between
the valence and conduction bands in LaBaMn2O5 @Fig. 2~a!#,
giving an insulating state in accordance with the experi-
ments. The Ferri ordering leads to significant topological dif-
ferences in the up- and down-spin DOS.

In general, local-density approximation including Cou-
lomb correlations effects~LDA1U! calculations11 are
thought to be necessary to study the electronic and magnetic
properties of transition-metal oxides. However, our calcula-
tions show that the insulating behavior and magnetic proper-
ties are correctly reproduced by the usual density-functional
calculations for the manganites considered in the present
study.

As mentioned,t depends on the degree of the hybridiza-
tion between the Mn-3d and O-2p orbitals, which in turn
makes this parameter sensitive to the oxygen stoichiometry.
The Jahn-Teller~JT! distortion ~associated with HS Mn31)
induces an anisotropy in the interaction between Mn-d and
O-p orbitals. Moreover, owing to the size difference between
La31 and Ba21 and the oxygen vacancies in the La31 layer,
the degree of hybridization between the Mn-d and O-p or-
bitals is reduced. Hencet and consequentlyW also decrease.
Moreover, the differences in Mn-O-Mn bond angles and
Mn-O bond lengths promote significant distinctions between
t within and perpendicular to the basal plane of LaBaMn2O5.
The decreases int andW reduce the double-exchange~DE!
interaction, and hence the superexchange interaction over-
comes the DE, thus favoring the insulating AF/Ferri CO
and/or OO state. Therefore, in addition to Ferri SO, CO oc-
curs with the equal amounts of Mn31 and Mn21 in
LaBaMn2O5. In order to elucidate the effect of oxygen
stoichiometry on CO and OO, we show the spatial
3d-electron distribution at each Mn site for the majority and
minority spins in Figs. 1~a! and 1~b!. The appreciable differ-
ence in the distribution of majority and minorityd electrons
between Mn31 and Mn21 in LaBaMn2O5, implies the pres-
ence of CO.

FIG. 1. ~Color online! The majority- and minority-spin
Mn-3d-electron distribution in ~a,b! LaBaMn2O5, ~c,d!
LaBaMn2O5.5, and ~e,f! LaBaMn2O6. Atoms inside cyan-colored
square pyramids correspond to Mn~1! ~Mn in e,f! and those inside
pink-colored square pyramids/octahedra correspond to Mn~2!.
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It is well established that OO plays a crucial role in the
magnetic and electronic properties of manganites. As elec-
trons closer to the Fermi level (EF) participate more in hop-
ping interaction and determine the electronic properties, we
show the orbital distribution of such electrons for
LaBaMn2O5 in Fig. 3~a!. Owing to the Mn-O-Mn bond
angle of 161° for Mn~1!, the transfer of the 3d electrons is
not complete and these electrons therefore tend to localize in
a certain pattern over the Mn sites of LaBaMn2O5. Accord-
ing to the orbital-projected DOS, thedxy , dxz , anddyz or-
bitals of Mn31 and thedx22y2 orbital of Mn21 are found in
the energy range21 eV to EF , leading to the ordering of
these orbitals as shown in Fig. 3~a!.

For LaBaMn2O5.5, the ground-state SO is found to be AF,
in perfect agreement with the experimental findings.5 Fur-
ther, the Mn atoms in the square pyramidal and octahedral
coordinations take a HS Mn31 state. The system remains
insulating on going to LaBaMn2O5.5, but Eg is reduced to
0.26 eV@Fig. 2~b!#. As half of the square pyramids atd50
has been converted into octahedra atd50.5, half of the O
vacancies in the La layers is filled, and the overlap interac-
tion between Mn-d and O-p orbitals is thereby increased.
The bandwidth in turn increases, reducing the band gap. The
difference in the crystal fields of square pyramids and
octahedra and the accompanied JT distortion increase the
carrier-to-lattice coupling and result in localization of
charges. Figures 1~c! and 1~d! illustrate the difference in the
distribution of majority and minorityd electrons between the
Mn ions at d50.5, indicating the presence of CO. As the
orbital degeneracy is lifted due to the JT effect, and anisot-
ropy in the electron-transfer interaction results due to the
partial stuffing of the oxygen vacancies, OO occurs. The
square pyramidal Mn of LaBaMn2O5.5 havedx22y2 anddz2

orbitals nearEF, whereas the octahedral Mn have only
dx22y2 in the vicinity of EF . Therefore these orbitals localize

to form an OO pattern as shown in Fig. 3~b!.
Experimentally, F ordering is found5 for LaBaMn2O6,

whereas our~FPLMTO and FPLAPW! calculations give AF
as the ground state. However, recent experimental studies
conclude that both F and CE-type AF ordering coexist in
LaBaMn2O6 below 150 K.12 Moreover, as the calculated en-
ergy difference between the F and AF states of LaBaMn2O6
is very small, a little perturbation may flip the spin arrange-
ment either to F or AF. Hence the coexistence of F and AF
states must be considered as a viable outcome. LaBaMn2O6
contains only one crystallographic type of Mn with an aver-
age valence state between 31 and 41. The Mn-d exchange
splitting is found to be around 3.3, 3.0, and 2.5 eV for
LaBaMn2O5, LaBaMn2O5.5, and LaBaMn2O6, respectively.
The systematic decrease appears to reflect the increasing
Mn-d and O-p hybridization interaction and the reduction in
magnetic moment of Mn due to increase in its valence state,
in the said sequence.

As the oxygen vacancies are filled to thed51 limit, the
electron bands are broadened and more overlap between the
Mn-d and O-p bands is seen. Moreover, the small energy
difference between the F and AF states implies that the DE

FIG. 2. Total DOS of LaBaMn2O51d in the magnetic configu-
rations denoted on the illustration. The Fermi level is marked with
the dotted line.

TABLE I. Total energy~relative to the lowest-energy state in
meV/f.u.! in LaBaMn2O51d for the P, F, and AF phases using
FPLMTO with GGA and spin-orbit coupling included.

Composition P F AF

LaBaMn2O5 3922 438 0
LaBaMn2O5.5 3850 593 0
LaBaMn2O6 2625 6 0

TABLE II. Calculated magnetic moment~in mB per Mn atom!
for LaBaMn2O51d in the AF ground state. Total refers to the total
magnetic moment per formula unit.

AF Experimental

Composition Mn~1! Mn~2! Total Mn~1! Mn~2! Total

LaBaMn2O5 3.13 3.99 0.97 2.71a 3.21 0.70
LaBaMn2O5.5 3.30 3.34 0.0 3.03b 3.43
LaBaMn2O6 2.98 0.0 3.50a

aLow-temperature neutron-diffraction data, Ref. 3.
bLow-temperature neutron-diffraction data, Ref. 5.
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interaction increases~compared with thed50 and 0.5
cases!, again a consequence of the increased hybridization
interaction. Hence the CO state disappears and metallicity
appears in LaBaMn2O6 in accordance with the experimental
findings.3 The metallic behavior of LaBaMn2O6 can be seen
from the small, but finite number of states in DOS atEF
@Fig. 2~c!#. The similarly shapedd-electron distributions@see
Figs. 1~e! and 1~f!# on the Mn ions also indicate that CO and
OO are absent in LaBaMn2O6.

All three compositions exhibit half-metallicity in the F
state ~HMF!, ~with Eg of 2.2, 1.92, and 1.45 eV in the
minority-spin channel ford50, 0.5, and 1, respectively!.
The HMF state of LaBaMn2O6 gains more importance ow-
ing to the small energy difference between the F and AF
states, which may enable easier conversion from metallic AF

to HMF @Fig. 2~d!#. In addition to exchange splitting, the JT
distortion as in LaMnO3

13 may play an important role for the
occurrence of the HMF in LaBaMn2O6.

In DE systems, insulator to metal transitions accompanied
by disappearance of CO and/or OO due to increasedW can
be achieved by application of external field or pressure.
Since the band characteristics t and W, as well as the valence
state of Mn change more drastically with the oxygen contents
than by A-site cation substitution in(RE,AE)MnO3, one
can tune an insulator-to-metal transition from the AF or
Ferri CO and/or OO state to a metallic F state by merely
varying the oxygen stoichiometry.Practice has shown that
such a conversion may be accompanied by resistivity
changes of several orders of magnitude~the CMR effect!.

In conclusion, variations in the spin, charge, and orbital
orderings by changes in the oxygen content have been illus-
trated with LaBaMn2O51d as an example. The changes in
the oxygen stoichiometry controls the valence state of Mn
and the hybridization interaction between Mn and O. Hence,
a reduction in oxygen stoichiometry narrows the bandwidth
and consequently decreases the double-exchange interactions
at the expense of the competing superexchange interactions.
Consequently the ferromagnetic state becomes destabilized
relative to the antiferromagnetic state with localized spin,
charge, and orbital order as well as Jahn-Teller-type electron-
lattice coupling. Therefore by adjusting the oxygen stoichi-
ometry in manganites one can convert the insulating antifer-
romagnetic charge- and/or orbital-ordered state into a
metallic ferromagnetic state.
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Abstract

Using generalized-gradient-corrected full-potential density-functional calculations, we have studied the electronic structure and magnetic
properties of YBaMn2O5, Sr4Fe4O11, and Ca3Co2O6. In these phases, the 3d transition metal ions have dual valence. We have studied the
electronic structure using site-, angular momentum-, and orbital-projected density of states. The charge and orbital ordering are analyzed in
terms of the calculated electron-density distribution, charge density, and electron localization function. The oxygen vacancy, cation radii, and
crystal-field effects are found to play an important role for the various ordering phenomena in these compounds.
© 2004 Elsevier Ltd and Techna Group S.r.l. All rights reserved.

Keywords: C. Magnetic properties; D. Transition metal oxides; Spin, charge, and orbital ordering

1. Introduction

Since the discovery of colossal magnetoresistance (CMR)
in perovskite-like manganites there have been increased ac-
tivities on related oxides with dual-valent transition metal
constituents. Beside the technological interest in the CMR
effect, other related phenomena (attractive from more funda-
mental points of view) have been established for dual-valent
compounds. A very interesting phenomenon is the tendency
displayed by many transition metal oxides to adopt the kind
of charge distribution known as charge ordering (CO). Al-
though covalence effects in such compounds can be signif-
icant, the ionic picture describes it as a real-space ordering
of charges and/or orbitals. In general, the Coulomb repul-
sion between the charges and the elastic energy perturba-
tion owing to cooperative Jahn–Teller (JT) distortions favor
the CO. Large radius of (what may be conveniently named)
A-site cations (RA) and wideeg bandwidths, favor the mo-
bility of the electrons through the lattice, while smallerRA
and narroweg bandwidths, favor localization[1]. CO is in-
teresting because double-exchange gives rise to metallicity
along with ferromagnetism (F) while the CO state can be
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URL: http://folk.uio.no/ravindrv.

associated with insulating and antiferromagnetic (AF) be-
havior. Hence, there is a competition between F with metal-
lic behavior and insulating AF character with CO. Orbital
ordering (OO) gives rise to anisotropic interactions in the
electron-transfer process which in turn favor or disfavor the
double- and super-exchange (F or AF) interactions in an or-
bital direction-dependent manner. Understanding of the CO,
OO, and spin ordering (SO) processes, provides a founda-
tion for deeper penetration into the complex behaviors of
CMR materials.

In the present work, we analyze the spin, charge, and or-
bital orderings present in the dual-valent oxides (with crys-
tal structure more or less related to the perovskite-type)
YBaMn2O5 (YBMO), Sr4Fe4O11 (SFO), and Ca3Co2O6
(CCO). We have used full-potential density-functional cal-
culations to understand the electronic and magnetic proper-
ties and the various orderings present in these phases.

2. Computational details

The full-potential linear muffin-tin orbital (FPLMTO)
calculations[2] presented in this paper are all-electron,
and no shape approximation to the charge density or
potential has been used. The basis set is comprised of
augmented linear muffin-tin orbitals[3]. The calculations

0272-8842/$30.00 © 2004 Elsevier Ltd and Techna Group S.r.l. All rights reserved.
doi:10.1016/j.ceramint.2003.12.198
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are based on the generalized-gradient-corrected (GGA)
density-functional theory as proposed by Perdew et al.[4].
Spin–orbit coupling is included directly in the Hamiltonian
matrix elements for the part inside the muffin-tin spheres,
hence for spin-polarized cases the size of the secular ma-
trix is doubled. We used a multi-basis in order to ensure
well-converged wave functions. This means that several
Hankel or Neumann functions, each attached to its own ra-
dial function, have been used. The basis included are Y 4p,
5s, 5p, and 4d, Ba 5p, 6s, 6p, 5d, and 4f , Mn 4s, 4p, and
3d, and O 2s, 2p, and 3d for YBMO, Sr 5s, 4p, 4d, and
4f , as well as pseudo-core 5p, Fe 4s, 4p, and 3d, and O
2s, 2p, and 3d for SFO, and Ca 4s, 4p, and 3d, Co 4s, 4p,
and 3d, and O 2s, 2p, and 3d for CCO. For the total-energy
study thek-space integration is done with 192, 144, and
90 k points for YBMO, SFO, and CCO, respectively, in
the irreducible part of the first Brillouin zone. For the mag-
netic calculations, the easy magnetization axis is chosen in
accordance with experimental findings[5–7].

3. Results and discussion

3.1. YBaMn2O5

The ordered oxygen-deficient double perovskites
RBaT 2O5 (R = rare-earth andT = Mn, Fe, or Co)
have attracted much attention as new spin–charge–orbital
coupled CMR materials. CMR effects of some 40% are
observed in the isostructural phases withR = Gd or Eu
[8]. At low temperature, YBMO is an AF insulator with
CO of Mn3+ and Mn2+ accompanied by OO and SO. The
crystal structure (Fig. 1) is described in the space group
P4/nmm with two kinds of MnO5 pyramids arranged in
an ordered manner, each Mn2+O5 pyramid being linked to
five Mn3+O5 pyramids and vice versa[5]. Oxygen takes
two crystallographically different sites with O(1) at the base
of the square pyramids, and O(2) at the apex. The basal
plane Mn3+–O(1)–Mn2+ angle is 157.8◦ and the apical
Mn3+–O(2)–Mn2+ angle is 180◦. The large difference in
these angles play a key role in the magnetic properties.

Fig. 1. The calculated Mnd-electron-density distribution of (a) up- and (b) down-spin electrons in YBaMn2O5. (c) The G-type ferrimagnetic spin ordering
and (d) orbital ordering in YBaMn2O5.

Table 1
Calculated magnetic moment (inµB per T atom at 0 K) for YBMO, SFO,
and CCO in the ground-state configuration

Compound Theory Experiment

T(1) T(2) Total T(1) T(2) Total

YBaMn2O5 (YBMO) 3.07 3.93 0.86 2.91 3.91 0.95
Sr4Fe4O11 (SFO) 2.86 3.35 0.00 0.00 3.00 0.0
Ca3Co2O6 (CCO) 0.17 2.63 1.21 0.08 3.00 1.3

Total refers to the total magnetic moment per formula unit. The experi-
mental values are taken from Refs.[5–7].

Among the paramagnetic (P), F, and AF configura-
tions considered for calculations[9], AF is found to have
the lowest total energy. The ferromagnetic configuration
is 505 meV/f.u. higher in energy than the AF configura-
tion. Table 1shows that the total magnetic moment is not
completely canceled, resulting in a ferrimagnetic (Ferri)
state. Mn(1) has a smaller magnetic moment (3.07µB)
than Mn(2) (3.91µB) implying that Mn(1) corresponds to
Mn3+ and Mn(2) to Mn2+, both in high-spin states. The
electronic structure indicates that it is an indirect band-gap
semiconductor with a band gap of 0.88 eV, in agreement
with experimental findings[10,11].

CO is expected to be favored when equal proportions of
Mn2+ and Mn3+ are present like in YBMO. On reduction of
the Mn–O–Mn angle, the hopping between the Mn 3d and O
2p orbitals decreases and hence theeg bandwidth decreases.
Consequently the system stabilizes in a Ferri-CO-insulating
state. In order to visualize the presence of CO and Ferri SO
in YBMO we show the calculatedd-electron-density dis-
tribution for the Mn ions in the up- and down-spin chan-
nels in Fig. 1a and b. The CO in YBMO is characterized
by the real-space ordering of Mn2+ and Mn3+. The signif-
icant difference in the electron-density distribution for the
Mn ions clearly indicates that there occurs two different va-
lence states with different orbital occupation. This feature
ensures that the spins do not cancel exactly, resulting in the
Ferri ordering (Fig. 1c).

The exchange interaction between Mn2+ and Mn3+
along c is AF owing to the 180◦ bond angle which fa-
cilitates p–d � bonding with the O(2)pz orbital as well
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as super-exchange interaction[12]. With a bond angle of
only 157◦ within the basal plane, thed(Mn)–p(O) covalent
bond is weak and moreover due to the HS state of Mn3+
in the square-pyramidal crystal field, thedx2−y2 orbital at

the Mn3+ site is almost empty whereas that at Mn2+ is half
filled. Hence, the AF super-exchange interaction between
Mn2+ and Mn3+ within the basal plane is weaker than that
alongc.

In order to visualize the OO in YBMO we show inFig. 1d
the electrons distribution at the Mn sites between−1 eV and
EF (viz. the electrons mainly participating in the hopping
interactions). In thebc plane thedz2 orbital is ordered along
c for both Mn3+ and Mn2+, and this orbital hybridizes with
the O(1)pz orbital resulting in� bonding. There is virtually
no overlap between thedx2−y2 and pz orbitals because of
their different orientation in thec direction. Therefore, the
electron in thedx2−y2 orbital can not hop alongc. Moreover,
the direct overlap between Opx,y and Mnd is small in the
ab plane (dx2−y2 is almost empty for Mn3+ and only partly

occupied for Mn2+ due to the JT distortion) and hence the
d electrons become localized resulting in CO and OO.

3.2. Sr4Fe4O11

SFO is also an oxygen-deficient perovskite-like material
which crystallizes in the space groupCmmm [13]. It is an
antiferromagnet withTN ≈ 230 K. Fe has square-pyramidal
[Fe(1)] and octahedral [Fe(2)] coordination polyhedra. Ow-
ing to the oxygen vacancy in the structure and different
crystal-field effects Fe takes the dual-valent states Fe3+ and
Fe4+.

According to powder neutron diffraction data (at 8 K) this
compound has an unusual magnetic structure; Fe(1) do not
exhibit any magnetic ordering whereas Fe(2) ions have a
G-type AF arrangement[7]. The room-temperature Möss-
bauer spectrum is reported[14] to show two symmetrical
doublets of equal intensity. From the isomer-shift values
(0.35 and−0.08 mm s−1) the two components are assigned
to Fe3+ and Fe4+. A hyperfine splitting and low flux density
value has been observed for the Fe3+ component, whereas
only a linewidth broadening is observed for the Fe4+ com-
ponent belowTN . This suggests a partially frustrated AF
structure[14]. Furthermore, a strong divergence between
zero-field-cooled and field-cooled magnetic susceptibility
curves is observed, implying spin-glass-like behavior[15].

We have carried out density-functional calculations in F
as well as A-, C-, and G-type AF configurations and found
that G-AF has the lowest energy. C-AF is the next stable
state with 2.54 eV higher energy than the G-AF state. Our
calculations show that G-AF configuration with zero mag-
netic moment for Fe(1) is higher in energy (1.85 eV) than
that with a magnetic moment of 2.8µB for Fe(1), indicating
that the former may represent a meta-stable state. However,
we have not considered temperature effects and oxygen va-
cancy ordering in our calculations which may play important

roles for the magnetic properties. The unusual magnetic
properties of SFO can be related to the crystal structure and
the CO of the Fe ions. In order to be able to draw a more
firm conclusion regarding the magnetic structure, further
calculations including structural optimization is in progress.

A correct assignment of valence states to the Fe ions is
essential to understand the relationship between the crys-
tal structure and the electronic and magnetic properties.
The Mössbauer studies appear to point to the presence of
Fe3+ and Fe4+ ions. Crystal-field stabilization energy and
the relative values of the bond-strength sums[13] indicate
that Fe4+ should be assigned to square-pyramidal and Fe3+
to octahedral coordinations. If Fe(1) were an Fe4+ ion, it
should be either in an intermediate-spin (IS;t42ge

0
g; 2µB)

state or in a low-spin (LS;t42ge
0
g; 0µB) state. The octahedral

Fe(2) should be Fe3+ in IS (t42ge
1
g; 3µB). An IS state for

Fe(2) agrees very well with the theoretical and experimental
magnetic moment and is consistent with the JT distortion
observed.

The electronic structure of SFO in the G-AF state is
consistent with metallic conductivity with a low density of
states (DOS) at the Fermi level (EF). The partial DOS anal-
ysis shows that the Fe 3d and O 2p states are energetically
degenerate leading to covalent interaction between them.
However, as the topology of the DOS curves for Fe(1) and
Fe(2) is different (Fig. 2), the magnitude of the covalent
interaction is also different. In the G-AF state with the zero
magnetic moment for Fe(1), the up- and down-spin DOS
of Fe(1) are similar, implying that the up- and down-spin
channels have the same occupancy, viz. complying with
the zero magnetic moment. This emphasizes the fact that
Fe(1) exists in an Fe4+ LS state. The majority spin channel
of Fe(2) has more states than the minority spin channel,
giving a finite magnetic moment (also seen for Fe(1) in
the G-AF situation where Fe(1) takes a finite magnetic
moment). As the Fe(2)–O bond length (2.04 Å) is longer
than the Fe(1)–O bond length (1.85 Å), the Fe(2)–O bond
strength is weaker than that of Fe(1)–O. On the other hand,
more unpaired 3d states are localized on Fe(2) than on
Fe(1). Moreover, as the Fe(1)–O–Fe(2) bond angle is less
than 180◦, the super-exchange interaction is incomplete like
the Mn(1)–O–Mn(2) super-exchange interaction in YBMO.
These features lead to the CO in addition to the SO in SFO.

3.3. Ca3Co2O6

CCO belongs to the family of one-dimensional (1-D)
oxides. Inorganic structures with 1-D atomic arrangements
are in the limelight owing to their unique electronic and
magnetic properties[16]. The crystal structure of CCO
consists of parallel 1-D Co–O chains separated by Ca2+
ions. The chains are built by alternating face-sharing CoO6
octahedra and trigonal prisms along the hexagonalc axis.
The resulting short metal–metal intrachain distance (2.59 Å)
(compared to the interchain distance of 5.24 Å) reinforces
the 1-D character of the structure along thec axis. Mag-
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Fig. 2. The site- and angular momentum-projected density of states for Fe(1) and Fe(2) of Sr4Fe4O11. The s andp partial DOSs are only about 10% of
the d states shown.

netic studies show F intrachain ordering (TC1 = 24 K) with
AF interchain coupling (TC2 = 10 K) [6]. For every two
F-aligned Co chains, there is one AF-aligned chain giving
a resultant Ferri structure.

Our total-energy study[17] shows that Ferri state of CCO
has the lowest energy in perfect agreement with experimen-
tal findings[6,18]. The Ferri state is 114 meV/f.u. lower in
energy than the F state. The electronic structure shows[17]
a finite DOS atEF in both spin channels, implying a metal-
lic character consistent with the experimental conductivity
study [19]. Our partial DOS analysis shows that the states
in the vicinity of EF are mainly contributed by Cod states.

Different spin configurations for the crystallographically
different Co ions are expected[20] as a consequence of
the larger crystal field for the octahedral Co(1) than for the
trigonal prismatic Co(2). Various proposals have been made
for spin states of Co such as (i) Co(1): LS Co3+; Co(2):
HS Co3+, (ii) Co(1): LS Co4+; Co(2): HS Co2+, and (iii)
Co(1): LS Co2+ and Co4+; Co(2): HS Co3+. The calcu-

lated magnetic moments listed inTable 1are found to be
in good agreement with available low-temperature neutron
diffraction and magnetization data. By taking the magnetic
moments at the Co sites into consideration, together with
the octahedral and trigonal-prismatic crystal fields and the
calculated site- and orbital-projected DOS features, we con-
clude that Co(1) is Co4+ in LS (d5; t52ge

0
g) state and Co(2)

is Co2+ in HS (d7; t52ge
2
g) state.

As the interatomic distance in metallic Co is 2.51 Å
and the distance between Co(1) and Co(2) in CCO is
2.59 Å, a metallic interaction between Co(1) and Co(2)
has been anticipated[21]. However, our charge density
and electron-localization-function analyses show very weak
metallic interaction between the Co atoms. Moreover as
seen fromFig. 3, the topology of DOS curves for Co(1) and
Co(2) are entirely different implying differences in their
valence and spin states. As the O 2p states are energeti-
cally degenerate with Co 3d states, there is strong covalent
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Fig. 3. The site- and angular momentum-projected density of states for Co(1) and Co(2) of Ca3Co2O6. The Cos and p partial DOSs are only about
10% of thed states shown.

interaction between Co and O. However, the magnitude of
covalent interaction is different for Co(1) and Co(2) owing
to the difference in their crystal fields. Therefore, the local-
ization of charges on Co(1) and Co(2) is different and leads
to the ladder-type CO. Moreover, the orbital-projected DOS
features show that botheg andt2g (exceptdxz) orbitals have
finite states close toEF for Co(1) whereas onlydxz and
dyz orbitals have finite DOS in the same region for Co(2).
Therefore, also the occupation of thed orbitals of Co(1)
and Co(2) is different resulting in OO in addition to the CO
and Ferri-SO situation.

4. Conclusions

We have studied the electronic and magnetic properties
(in particular spin, charge, and orbital orderings) of YBMO,
SFO, and CCO, using full-potential density-functional
calculations. All the studied compounds have dual-valent
transition metal ions which (together with at least two crys-
tallographically non-equivalentT -atom sites) is a prereq-
uisite for the ordering phenomena under investigation. The
present study, however, shows that the phenomena are not
connected toone particular structure type. In general, when
the eg bandwidth (determined mainly by the constituents
of the compound) is small, charge ordering is favored. In
YBMO, the distinction between the radii of Y and Ba to-
gether with oxygen vacancies (not discussed here) lead to
difference inT (1)–O–T (2) bond angles as well asT–O bond
lengths. Hence theT (1)–O–T (2) super-exchange interaction
is not uniform in YBMO resulting in a charge ordering pat-
tern of the checker-board type. Similarly, in SFO and CCO
also the variation in the bond angles and bond lengths leads
to difference in the valence states of theT ions and charge

ordering. The occupancy of thed orbitals and hence orbital
ordering is determined by the coordination polyhedra sur-
rounding theT ions. Therefore, the crystal-field effect and
hence crystal structure of a compound play an important
role in orbital ordering. All in all, the constituents of a given
compound, the crystal structure (including crystal-field ef-
fects), and oxygen stoichiometry determine spin, charge,
and orbital orderings in this type of materials. A study of
the individual effect of the just mentioned ruling parameters
may reveal more insight into the ordering phenomena.
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Effect of d-band filling on spin, charge, and orbital ordering in YBaT2O5

(T = Mn, Fe, Co)
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Variations in the spin, charge, and orbital ordering are analyzed in terms of the d-band filling for
YBaT2O5 (T = Mn, Fe, Co). The calculations are performed with accurate density-functional-theory
methods as implemented in the full-potential linearized-augmented plane-wave approach. We have
carried out calculations for paramagnetic, ferromagnetic, and antiferromagnetic configurations. A
ferrimagnetic ground state has been established for YBaMn2O5 whereas YBaFe2O5 and YBaCo2O5

have antiferromagnetic ground states in agreement with experimental findings. The electronic band
characteristics are analyzed using total, site-, and orbital-projected density of states. Inclusion of
spin-orbit coupling and Coulomb correlation effects are found to be important for YBaFe2O5 and
YBaCo2O5 in order to reproduce the experimentally established semiconducting behavior. The
different types of charge and orbital ordering in these compounds are visualized by making use of
the energy-projected density matrices of the d electrons. Substantial differences in ordering patterns
then emerge with respect to the d-band filling.

PACS numbers: PACS numbers: 71., 81.05.Je, 71.15.Nc, 71.20.-b, 81.40.Rs

The concept of colossal magnetoresistance (CMR) has
received immense attention in recent years. CMR mate-
rials display a fascinating diversity in behaviors including
several forms of spin, charge, and orbital ordering (ab-
breviated SO, CO and OO, respectively) [1]. A detailed
study on these properties has appealed to both basic
and applied scientists alike. The electrical and magnetic
properties in relation to CMR behavior are largely deter-
mined by the chemical composition and crystal structure
of the given material, and such properties are often quite
sensitive to even tiny changes [2].

In transition-metal (T ) oxides, the surroundings of the
T atoms are conveniently described in terms of the co-
ordination polyhedra constituted by the oxygen ligands.
The polyhedra are sometimes distorted, for example by
elongation of certain bonds relative to others, thereby
converting the energy-degenerate d levels of the central
T atom into non-degenerate levels. Such a process is ac-
tually referred to as Jahn-Teller distortion (JTD) [3] and
the effect is to lower the symmetry as well as the total
energy of the material. Owing to such distortion the elec-
trons are often localized at particular atomic sites, result-
ing accordingly in CO. In other words, the preferential
occupation of d orbitals by electrons (normally result-
ing in OO) is believed to be one of the driving forces in
JTD and the associated CO. SO is intimately connected
with JTD and as such quite sensitive to changes in the
d-orbital occupancy, and CO transitions are accordingly
expected to be coupled with OO and SO transitions. In
spite of the fact that spin and orbital dynamics are uni-
versal to all transition-metal oxides, only the manganites
have so far been honored with particular attention.

We have earlier carried out a detailed analysis [4, 5]
of SO, CO, and OO in YBaMn2O5 (YBMO5) and the
influence of added oxygen on SO, CO, and OO in
LaBaMn2O5+δ (0 ≤ δ ≤ 1) [6]. In this work we con-
centrate our efforts on the effects of d-orbital filling on

SO, CO, and OO in YBMO5, YBaFe2O5 (YBFO5), and
YBaCo2O5 (YBCO5). Based on rigid-band considera-
tion, the progressive filling of d orbitals should shift the
Fermi level (EF) toward the conduction band thereby re-
ducing the band gap. Effects of added oxygen have been
reported for YBaMn2O5+δ and YBaCo2O5+δ. Hence
there is every reason to believe that YBFO5 will exhibit
oxygen-stabilized variants with the formulae YBaFe2O5.5

and YBaFe2O6.

The case of YBMO5 is brought into attention in this
paper for two purposes. In the first place to facilitate a
direct comparison of ordering phenomena [4, 5] in three
so closely related phases. Second, in our earlier study on
YBMO5 we analyzed the OO by considering the orbital-
projected density of states (DOS) in a narrow energy
region close to EF. In this work we adopt a somewhat
different method, in which we calculate the occupation
density matrix of d orbitals for the T atoms from −1
eV to EF. This approach has the advantage that we are
not only able to establish the occupancy of a particular
orbital within a selected energy region, but it also en-
ables us to determine the orientation of these orbitals.
Hence an additional motivation for including YBMO5 is
to test the applicability and reliability of the new line of
approach.

The chemical and crystallographic composition of
the YBTO5 phases are interesting since equal amounts
of charged T atoms in two different valence states
should maximize the Coulomb stabilization energy of
a CO state. At low temperature the ground state of
YBMO5 [7] comprises two different types of Mn atoms
with simultaneous CO and OO in addition to ferrimag-
netic (Ferri) SO. A more complicated behavior is re-
ported for YBFO5 [9] which undergoes three successive
transitions from so-called class-III mixed-valence (MV;
with a common two-and-a-half average valence state for
all Fe atoms) via class-II MV (premonitory CO state with
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FIG. 1: (Color online) The tetragonal crystal structure of
YBaMn2O5 (in the antiferromagnetic state) with Y and Ba
layers interleaved by MnO5 square pyramids. The differ-
ently colored polyhedra indicate co-ordinations with crystal-
lographically different Mn atoms (labeled on the illustration).
The Mn1 and Mn2 moments are arranged alternating along
c. The structural arrangements of YBFO5 and YBCO5 are
similar except for orthorhombic symmetry.

distinction between the two-and-something valence states
for the crystallographically different Fe atoms) to class-I
MV state (two distinct FeII and FeIII valence states for
Fe). The latter transition apparently triggers a number
of changes in the crystal, magnetic, and electronic struc-
tures of YBFO5. YBCO5 also exhibits antiferromagnetic
(AF) spin ordering as well as CO and OO. In addition,
YBCO5 is reported to exhibit a low- to high-spin state
transition upon cooling [10]. In spite of several exper-
imental [11] and theoretical attempts [12–14] to clarify
the situation in YBCO5, the exact spin states of Co have
hitherto remained controversial. In this work we attempt
to explore the spin states of the T atoms, in addition
to analyzing the magnetic and electronic properties of
YBaT2O5 as a function of d-orbital occupancy.

I. CRYSTAL AND MAGNETIC STRUCTURES

The overall features of the structural arrangements in
these YBTO5 phases are the same, with crystal struc-
tures derived from the perovskite type with ordering of
the Y and Ba atoms in layers along c and removal of
oxygen exclusively from the thus obtained Y layer. This
creates characteristic apically connected double layers of
corner-sharing TO5 square pyramids (Fig. 1). These dou-
ble layers form the backbone of the atomic arrangement

TABLE I: Bond lengths (in Å) and bond angles (in deg) be-
tween T and O in YBaT2O5 (T = Mn, Fe, and Co).

Specification YBMO5 YBFO5 YBCO5
T1−O 1 × 2.081 1 × 2.052 1 × 2.060

4 × 1.908 2 × 1.959 2 × 1.955
2 × 2.109 2 × 2.096

T2−O 1 × 1.961 1 × 1.891 1 × 1.780
4 × 2.086 2 × 1.970 2 × 2.004

2 × 1.976 2 × 1.894
T1−Oa

−T2 157.8 158.6; 153.9 157.1; 164.3
T1−Ob

−T2 180 180 180

aO in pyramid base plane
bO in pyramid apex

perpendicular to c axis in which Y and Ba layers inter-
vene alternatively. Owing to the double-layered nature
of the YBaCuFeO5-type structure these phases are fre-
quently referred to as double-perovskite variants. The ac-
tual structural arrangement in the YBTO5 phases varies
with T , a dependence already reflected in the symmetry
of the space group. Another manifestation is seen in the
T -O distances in the co-ordination polyhedra which are
influenced by the size and to some extent charge differ-
ences between the Y and Ba constituents. Above the
co-operative magnetic ordering temperature TC = 165 K
YBMO5 crystallizes in the tetragonal YBaCuFeO5-type
structure (Ref. [7]; space group P4/nmm). Bond lengths
and bond angles for the T -O skeleton in the YBTO5
phases are summarized in Table I.

According to the Goodenough-Kanamori [8] rules, an
A-type antiferromagnetic (hereafter A-AF) structure is
expected with ferromagnetic (F) interactions between T1
and T2 in planes parallel to the ab plane and AF super-
exchanges along the c direction. However, owing to the
large deviation of Mn1-O1-Mn2 angle from 180◦ in the
pyramid-base plane, this interaction also becomes AF
in YBMO5, resulting in a G-AF-type magnetic moment
structure (in fact Ferri owing to non-cancellation of the
differently sized Mn1 and Mn2 moments). The conver-
sion to class-I MV YBMO5 (space group Pmmm) is re-
ported [9] to be completed at 1.5 K; the Verwey transition
(TV) for complete conversion to class-III MV being above
300 K.

YBFO5 experiences a tetragonal-to-orthorhombic
(P4/nmmm to Pmmm) structural and magnetic transi-
tion at TN ≈ 430 K [9] and undergoes a further class-
III to class-II MV transition from Pmmm to Pmma
at TV = 308 K (with the same chemical environment
as in the P state above TN) to Pmma at 20 K (com-
pleted conversion to class-I MV; very different nearest-
neighbor co-ordinations and oxidation states for Fe). The
Fe1 site (said to be in a formal FeIII state) has a fairly
symmetric co-ordination environment at low tempera-
ture with a slight shift of Fe1 toward the apex of the
square pyramid and a consequent reduction in the pyra-
mid base-plane Fe1-O distance. On the other hand, the
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co-ordination of the Fe2 site (formally referred to as FeII)
is very distorted as manifested by the lengthening of the
pyramid-base-plane Fe-O bonds. Unlike YBMO5, the
low-temperature YBFO5 structure comprises four crys-
tallographic O atoms with different Fe-O bond lengths
along the pyramid-base-plane.

The structural features of YBCO5 is similar to those
of YBFO5, with a transition from tetragonal (P4/mmm)
to orthorhombic (Pmma) symmetry at TN = 330 K. For
YBCO5, TV = 220 K and completed conversion to Class-I
MV is reported [9] to have occurred at 50 K. Like YBFO5,
class-I MV YBCO5 also exhibits alternating long and
short bonds (Co1-O and Co2-O) along a doubled a axis
(compared to YBMO5) and chains of either Co1-O-Co1
or Co2-O-Co2 linkages running parallel to b. This change
in bond lengths along with the orthorhombic symmetry
may differentiate the CO and OO patterns in YBFO5
and YBCO5 from that in YBMO5. All in all it is the av-
erage half-integer valence state of T and the corner shar-
ing square-pyramidal framework of the oxygen-deficient
perovskite-type structure which set the stage for the CO
transition in these materials.

The magnetic structure of YBFO5 also transforms
from the G-AF-type ordering (YBaCuFeO5-type) to a
variant denoted as Wollan-Koehler G-AF-type magnetic
arrangement. In YBFO5 and YBCO5 the isovalent Fe
and Co atoms, respectively, arrange themselves in chains,
but unlike YBMO5 where a given Mn site only has near
Mn neighbors in a different valence state (readers are re-
ferred to Figs. 2 and 3 in Refs. [9, 10]). The magnetic
structure of YBMO5 contains two formula units whereas
that of YBFO5 and YBCO5 contains four formula units.
In the calculations for the YBTO5 phases in AF config-
urations, we adopted the appropriate experimental mag-
netic structures.

II. COMPUTATIONAL DETAILS

The present calculations have been carried out us-
ing density-functional-theory (DFT) as implemented
in the full-potential linearized-augmented plane-wave
(FPLAPW-WIEN2k) method [15] in a fully relativis-
tic version with spin-orbit coupling. The FPLAPW ap-
proach divides space into an interstitial region (IR) and
non-overlapping muffin-tin (MT) spheres centered at the
atomic sites. In IR, the basis set consists of plane waves.
Inside the MT spheres, the basis set is described by ra-
dial solutions of the one-particle Schrödinger equation (at
fixed energies), and their energy derivatives multiplied by
spherical harmonics. The charge densities and potentials
inside the atomic spheres were represented by spherical
harmonics up to ℓ = 6, whereas in the interstitial re-
gion these quantities were expanded in a Fourier series.
Atomic-sphere radii RMT of 2.2, 2.3, 1.9, and 1.6 a.u.
for Y, Ba, T , and O, respectively, were used. Since the
spin densities are well confined within a radius of about
1.5 a.u. the resulting magnetic moments do not depend

TABLE II: Total energy (relative to the lowest energy state
in meV f.u.−1) in YBaT2O5 for the para-(P), ferro-(F), and
antiferromagnetic (AF) phases using FPLAPW with GGA
and spin-orbit coupling included.

Phase P F G-AF
YBaMn2O5 3388 422 0
YBaFe2O5 2588 967 0a

YBaCo2O5 873 428 0

aWollan-Koehler G-AF type structure

appreciably on the chosen atomic-sphere radii. The ini-
tial basis set included 5s, 5p, and 4d valence and 4s and
4p semicore functions for Y, 6s, 6p, and 6d valence and
5s and 5p semicore functions for Ba, 4s, 4p, and 3d va-
lence and 3s and 3p semicore functions for T , and 2s, 2p,
and 3d functions for O. The Brillouin zone (BZ) integra-
tion was done with a modified tetrahedron method [16]
and we used 168 k points in the irreducible wedge of
BZ. Exchange and correlation effects are treated within
density-functional theory (DFT), using GGA [17].

The Coulomb correlation effects are taken into account
by introducing U = 6.0 eV and J= 1.0 eV for Fe and Co
atoms in YBFO5 and YBCO5. These GGA+U calcu-
lations [18] have also been carried out using FPLAPW
method as implemented in the Wien2K program.

III. RESULTS AND DISCUSSION

A. Magnetic properties - spin ordering

In addition to confirmation of the experimentally de-
termined AF structure, we have performed calculations
for paramagnetic (P) and F configurations and estab-
lished that the three compounds have AF ground states
(Table II). The magnetic moments for the two Mn sites
do not cancel in YBMO5 resulting in a Ferri configu-
ration, in agreement with the experimental findings [7].
According to the calculation in terms of GGA with spin-
orbit coupling included, the difference in the calculated
magnetic moment values for the Fe sites in YBFO5 is
small. When we include Coulomb correlation effects in
the calculation (U = 6.0 eV and J = 1.0 eV) the differ-
ence between the magnetic moments increases implying
that correlation effects play an important role in YBFO5.
Even though the experimental Rietveld refinements [9]
were able to distinguish two different co-ordination en-
vironments for the Fe sites, the magnetic powder neu-
tron diffraction was not able to measure separate mag-
netic moments for the Fe atoms. However, the theoretical
calculation is able to distinguish different magnetic mo-
ments for the Fe sites and the magnetic moment value
found for the Fe1 site is in fact in good agreement with
the reported experimental value (Table III).

The experimental study [10] on YBCO5 has estab-
lished clearly distinct magnetic moments for the Co sites
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TABLE III: Calculated magnetic moment (in µB per T atom) for YBaT2O5 in the antiferromagnetic ground state. Total refers
to the total magnetic moment per formula unit.

YBMO5 YBFO5 YBCO5
Composition Mn1 Mn2 Total Fe1 Fe2 Total Co1 Co2 Total
GGA+Spin-orbit 2.94 3.88 0.99 3.46 3.34 0.01 1.89 1.72 0.03
GGA+U —– —– —– 3.73 3.18 0.00 2.30 (2.54) 2.68 (2.01) (0.0)0.98
Experimental 2.90a 3.90 0.95 3.82b – 0.0 2.70c 4.20 0.0

aLow-temperature neutron-diffraction, Ref. 7.
bLow-temperature neutron-diffraction, Ref. 9.
cLow-temperature neutron-diffraction, Ref. 10.

(AF configuration similar to that in YBFO5). However,
the calculated magnetic moments are smaller than the
experimental values (but note that orbital contributions
are usually significant for Co [14] amounting to 1.04 and
0.40µB for the Co1 and Co2 sites, respectively). As seen
from Table III, inclusion of the correlation effect increases
the difference between Co1 and Co2 moments and brings
about a somewhat good agreement with the experimentl
values. In addition when an U = 4 eV and J = 0.95 eV are
used in GGA+U method, the calculated Co moments do
not cancel for YBCO5 resulting in finite total moment
and thus a Ferri state (the values are given in paren-
thesis in Table III). Moreover, around 9% of the total
moment per formula unit originates from induced mo-
ments at the oxygen sites. Finally we mention that we
have carried out a test calculation for YBCO5, according
to the full-potential linear muffin-tin orbital (FP-LMTO)
method [19] with the YBaCuFeO5-G-AF-type magnetic
arrangement (like in the YBMO5 variant). The results
were indeed very similar to those discussed above for the
G-AF case (see Tables II, III) viz. Ferri ground state and
smaller magnetic moments at the Co sites than those ex-
perimentally established.

B. Electronic structure

In order to analyze the electronic structure of the
YBTO5 phases we plotted total, site-, and orbital-
projected density of states (DOS). In the P state, the
three compounds have a finite number of states at the
EF indicating metallic character. Moreover, the EF falls
on peaks for all YBTO5 phases which suggests instabil-
ity of these phases in the P state, in agreement with to-
tal energy studies (remember that the calculations refer
to 0 K). In YBCO5 there has been reported [10] a pro-
nounced upturn in the resistivity near 200 K, indicative
of electron localization, that could be associated with
CO on the cobalt sites. The change in resistivity may
be taken as indicator for metallic character in P state of
YBCO5, in agreement with our calculations. An unre-
stricted Hartree-Fock calculation [20] also showed metal-
lic character for the P state of YBCO5.

At first sight, the DOS for the F state of the three
phases seem to imply half-metallic character. However,
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FIG. 2: Total density of states (DOS) of YBaT 2O5 (T = Mn,
Fe, Co) in ground-state (G-AF) magnetic configurations (see
Table II).

a closer inspection reveals metallic character, with a
considerably reduced number of states at the EF com-
pared with the P case. The density of the majority-spin
states at the EF progressively increases from YBMO5 to
YBCO5 whereas the exchange splitting has its peak value
at YBMO5 and then monotonically decreases to YBCO5.

YBMO5 is a semiconductor in the Ferri ground state
with an energy gap (Eg) of 0.88 eV between the valence
band (VB) and the conduction band (CB). The GGA
calculations with spin-orbit coupling reproduced the cor-
rect insulating behavior of YBMO5 at 0 K. For YBFO5
and YBCO5 in GGA-type calculations without spin-orbit
coupling resulted in DOS (not shown) with a finite num-
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FIG. 3: Total density of states (DOS) of YBaFe2O5 and
YBaCo2O5 in the antiferromagnetic configurations according
to calculations which include Coulomb correlation effects.

ber of states at EF. However, when spin-orbit coupling
was included some stability was obtained in the sense
that the EF falls on a psuedo-gap-like feature for both
phases (Fig. 2). Fig. 3 shows that the total DOS for
YBFO5 and YBCO5 according to GGA+U calculations
exhibits minute energy gaps (Eg = 0.11 and 0.13 eV,
respectively). Refs. [14, 20] also report on insulating
behavior for the AF state of YBCO5 on inclusion of
LSDA+U in the calculations. The exchange splitting en-
ergy for YBMO5 is around 1.03 eV and that for YBFO5
is 0.97 eV. In YBCO5, the states in the majority- and
minority-spin channels are so dispersed that it is quite
difficult to estimate the exchange-splitting energy.

Since the site-projected DOS for the different YBTO5

phases are very similar, we display only those for YBFO5
and YBCO5 according to GGA+U calculations (Fig. 4).
The Y and Ba sites expose few states in VB compared
with CB indicating that the Y and Ba atoms have lost
their valence electrons to the T and O constituents and
themselves become charged species. The two distinct T
sites have topologically different DOS features which im-
mediately signals a possible MV situation. The different
types of oxygen atoms also exhibit topological differences
in the −8 to −2 eV region. A heap up of T -d states are
also seen in roughly the same region, implying covalent

contribution to the interactions between T and O atoms
with different magnitude for the different bonds.

Fig. 5 displays the DOS for the d states of the T atoms
in their respective ground-state configurations. Among
the three phases, YBMO5 carries the most localized T -
d states. In YBFO5 the effect of GGA+U is to make
the Fe2 minority-spin states more localized, and thereby
bringing about a small energy gap. In YBCO5 on the
other hand, the Co states remain delocalized. The in-
fluence of GGA+U is here mainly on the non-bonding
electrons in the range −2 to 0 eV which are pushed down
(away) from EF. The DOS profiles reveal that the added
d electron on going from YBMO5 to YBFO5 should have
entered the majority-spin band, resulting in increased dif-
ference between majority- and minority-spin bands and
consequently to higher magnetic moments for both sites.
In the YBCO5 on the other hand it is the states closer
to EF that may have received the extra electron added
when Co replaces Fe and hence this change appears to
have no magnetic consequences.

C. Charge ordering

According to Ref. [9] the bond valence sums (BVS)
for Mn1 and Mn2 in YBMO 5 are 2.43 and 3.10, corre-
sponding BVS values for Fe in YBFO5 being 2.23 and
2.94, and for Co in YBCO5 2.02, 2.69. The difference
in BVS for the Fe sites is larger (0.71) than that for
Mn (0.67) and Co (0.67). This indicates that the co-
ordination polyhedra around Fe in YBFO5 are compar-
atively more distorted than those in the corresponding
Mn and Co phases. Ref. [9] attributes this distinction
to so-called second order JTD. Owing to the presence of
the differently charged cationic constituents Y and Ba,
different valence states are to be expected for the T1 and
T2. The DOS features discussed in Sec. III B supports
such an inference. Our experience from previous simi-
lar projects is that the assignment of valence states is a
non-trivial task for systems which exhibit mixed bonding
character. We have therefore relinquished from a detailed
analysis of the bonding in this case and rather concen-
trated on CO and OO aspects.

In order to quantify the electronic charges at each site
in the structural framework we have made use of the
“atoms in molecule” concept of Bader [21]. According to
this approach space (in this case for a solid) is divided
into regions by surfaces that run through the minima in
the charge density. A given region is chosen such that at
any location on a bordering surface the gradient of the
charge density has no component normal to the surface.
A region enclosed by such boundary surfaces is referred
to as a Bader region. Each Bader region normally con-
tains only one nucleus. By integrating the charge density
within the Bader region where a given nucleus is located,
and adding electronic charges in “naturally associated
neighboring regions” that do not include a nucleus, the
total excess charge on the atoms at a given site can be
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FIG. 4: Site-projected density of states (DOS) of (a) YBaFe2O5 and (b) YBaCo2O5 in the antiferromagnetic configurations;
Coulomb correlation effects included in the calculations.

TABLE IV: Calculated charge (qB) and charge heap up (∆qB = qZ − qB; qZ representing the charge of the corresponding
neutral atom) inside regions defined by the Bader “atoms in molecule” concept as implemented in WIEN2k. All numbers are
in units of e.

YBMO5 YBFO5 YBCO5
Element qB ∆qB qB ∆qB qB ∆qB

Y 37.58 +1.42 36.84 +2.16 37.53 +1.47
Ba 54.90 +1.10 54.48 +1.52 54.82 +1.18
T1 24.15 +0.85 24.48 +1.52 26.35 +0.65
T2 24.41 +0.59 24.72 +1.28 26.23 +0.77
O1 8.80 −0.80 9.27 −1.27 8.78 −0.78
O2 8.73 −0.73 9.31 −1.31 8.80 −0.80

estimated. The advantage of this method is that the
analysis is based solely on the charge density, so it is
rather insensitive to the basis set used. The calculated
Bader charges in Table IV support the inference that the
T1 and T2 sites in these phases exhibit different charges.
However, we must admit that neither this approach were
able to provide quantitative assessments for the valence
states of the T atoms. The root of the problem is the
mixed iono-covalent bonding in these phases, a feature
which not only concerns the T atoms. The conceptual
shortcomings are also reflected in the Bader charges re-
siding in the regions of Y and Ba (certainly not 3+ and
2+, respectively, as assumed for simple electron count-
ing) and conversely O does not exhibit a completely filled

valence shell (viz. not O2−). However, we presume that
even the small charge distinctions exposed in Table IV
are large enough to occasion CO. The difference between
the Bader charges for Mn1 and Mn2 (0.26) exceeds those
for Fe1 and Fe2 (0.24) and Co1 and Co2 (0.12) which
may give a hint for why the CO-transition temperature
for YBMO5 is higher (and the CO effect is more pro-
nounced) than that for YBFO5 and YBCO5 [9].

D. Orbital ordering

In earlier studies [4–6] on similar phases we used the
integrated values of the orbital-projected DOS in a nar-
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FIG. 5: Site-projected density of states (DOS) for the T sites
in YBMO5, YBFO5, and YBCO5.

row energy range close to EF (−1 to 0 eV) to assess OO.
However, we are continuously striving to make our com-
putational efforts point more closely at the real situation
in the materials under investigation. Hence we have now
tested an alternative approach based on density matri-
ces to visualize the OO by the energy-projected density
matrix for the d orbitals of the T constituent. This
procedure not only enables characterization of a partic-
ular d orbital close to EF, but should also provide the
correct orientation of the orbital and its degree of fill-
ing. This should in principle give more appropriate OO
information. In order to evaluate such an approach, we
first made OO mapping for YBMO5 and the outcome is
shown in Fig. 6a. This illustration demonstrates that dz2

orbital on Mn1 and dz2 and dx2
−y2 orbitals on Mn2 or-

der alternatively thus complying with our earlier findings
(see Fig. 1d in Ref. [5]). With this affirming conclusion
we proceeded to explore the OO in YBFO5 and YBCO5
by this method.

In YBFO5 and YBCO5 a T atom at a given site has
crystallographically equivalent T atoms of same valence
state as nearest neighbors, arranged in chains running
along the b axis [see Fig. 6(b,c)]. This arrangement is
less favorable for stability of a structure, and hence such
a configuration has to be supported by “extra stabiliza-
tion” from OO and/or SO. According to experimental
findings [9], it is claimed that Fe1 has one of its dxz

(pseudo-t2g) orbital stacked along the b axis. This effec-
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FIG. 6: Orbital-projected density of states (DOS) for T sites
in YBFO5 and YBCO5.

tively antibonding dxz orbital is doubly occupied on Fe1,
but only singly occupied on Fe2. The stabilization of
the Fe1-dxz orbital is manifested in the elongation of two
of the four Fe1-O bonds in the base plane of the square
pyramid (due to OO). Before going into details about
the OO in the YBTO5 phases it may be appropriate to
recall that the splitting of the d-orbitals on a T atom by
interacting with atoms in a square-pyramidal configura-
tion will be different from a octahedral case. In the ideal
square-pyramidal configuration the d orbitals experience
four-fold splitting with degenerate dxz and dyz orbitals
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FIG. 7: (Color online) Orbital ordering patterns in (a) YBMO5, (b) YBFO5, and (c) YBCO5. The dz2 in Mn1 and dz2 and
dx2

−y2 orbitals in Mn2 order in YBMO5 whereas dxz on Fe1 and dxy on Fe2 order in YBFO5. In Co1 of YBCO5 dxz, dyz, and
dx2

−y2 orbitals order whereas dxy and dx2
−y2 orbitals order on Co2.

FIG. 8: (Color online) Orbital ordering patterns in (left) YBMO5 and (right) YBFO5 emerging from the rigid-band consid-
erations on YBCO5. In both phases pseudo-t2g orbitals are seen to be ordered whereas in reality, the ordering is as shown in
Fig. 7.
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residing at the lowest energy and dxy, dz2 , and dx2
−y2

orbitals occurring at progressively higher energies. From
the orbital-projected DOS (Fig. 6a) we see that Fe1 may
be ascribed a high-spin state with all d orbitals singly
occupied. However, the dxz orbital has the predominant
presence close to EF. On the other hand, since the square
pyramids around Fe2 are somewhat distorted (elongation
of Fe-O bonds in the pyramid-base plane; see Table I),
the dxy orbital is doubly occupied. Therefore this orbital
has more states close to EF. We observed that dx2

−y2

also has some states in the narrow energy region close
to EF. In Fig. 7a the blue colored square pyramids rep-
resent Fe1 configurations where dxz orbital orders with
the respective lobes pointing between the a and c axis.
The Fe2 square pyramids are represented by purple color
and here the dxy orbital orders with its lobes between
the a and b axis. In digesting these findings it must be
emphasized that the d-orbital occupancy in the YBTO5
materials is different from the ideal case.

In YBCO5 two pseudo-t2g orbitals on Co1 and one on
Co2 are reported [10] to order. From our calculations,
we found that Co1 can be associated with a high-spin
state with doubly occupied dxz and dyz orbitals whereas
Co2 correspondingly is associated with a doubly occu-
pied dxy orbital similar to that for Fe2 in YBFO5. The
OO pattern in YBCO5 is different from that in YBFO5.
Using the same color code as for YBFO5 to represent the
two different Co sites, Fig. 7c shows that the dxz, dyz,
and dx2

−y2 orbitals order for Co1 and the dxy and dx2
−y2

orbitals order for Co2.
The overall conclusion is that the OO patterns are very

different in YBMO5, YBFO5, and YBCO5. Fig. 8 shows
how the OO pattern for YBMO5 and YBFO5 would
evolve from the OO in YBCO5 by simply subtracting
two and one electrons, respectively, according to a pure
rigid-band procedure. The actual OO obtained by exper-
iments and DFT calculations is accordingly very differ-
ent from the one deduced by rigid-band considerations
implying that the OO mainly depends on the structural
intricacies rather than on the d orbital filling.

IV. CONCLUSION

This contribution reports on full-potential linearized-
augmented plane-wave calculation for YBaMn2O5,

YBaFe2O5, and YBaCo2O5 in paramagnetic, ferromag-
netic, and antiferromagnetic configurations. The correct
experimentally established ferrimagnetic ground state for
YBaMn2O5 and the antiferromagnetic ground states are
confirmed for YBaFe2O5 and YBaCo2O5 when GGA
with spin-orbit coupling is included in the calculations.
The GGA+U method with large U and J values gave
a ferrimagnetic ground state for YBaCo2O5. Therefore
additional calculations with more strict convergence cri-
teria have been performed which yielded correct anti-
ferromagnetic result also for this compound. The elec-
tronic semiconducting ground state is obtained correctly
for YBaMn2O5 with the simple GGA spin-orbit coupling
procedure whereas only the GGA+U method is able to
provide semiconducting/insulating behavior for the Fe
and Co variants. This implies that the Fe and Co phases
are strongly correlated systems.

An attempt has been made to analyze the charge or-
dering phenomena with the help of density of states
plots and the Bader “atom in molecule” concept. Even
though different amounts of charge have been calculated
in the Bader region corresponding to the transition-metal
atoms, these calculations were not able to reveal quan-
titative values for the valence states of these atoms. On
comparing the orbital ordering patterns obtained from
simple rigid-band filling with those obtained from actual
calculations, we found that simple rigid-band filling con-
cept is rather inapplicable to account for and analysis
of orbital ordering of these phases. The orbital ordering
pattern varies depending on the structural arrangement,
distortion of co-ordination polyhedra, magnetic, valence,
and spin state of the transition-metal constituents.
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Spin, charge, and orbital ordering in RBaMn2O5+δ (R = Y, La;
0 ≤ δ ≤1) and their dependence on oxygen content and size of the R constituent
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The effect of oxygen content on spin, charge, and orbital ordering in RBaMn2O5+δ (0 ≤ δ ≤1)
is studied by density-functional-theory-based calculations as implemented in the full-potential
linearized-augmented plane-wave method. Calculations have systematically been performed for
paramagnetic, ferromagnetic, and antiferromagnetic configurations. For δ = 0 the ground state
turned out to be ferrimagnetic whereas the variants with oxygen contents δ = 1/2 and 1 give rise to
an antiferromagnetic ground state, all in perfect agreement with experimental findings. The elec-
tronic band characteristics are analyzed using total, site-, and orbital-projected density of states and
the examination shows that the electronic structure undergoes a gradual change from semiconductor-
to-metal behavior on going from δ = 0 to 1. The charge and orbital ordering are analyzed with the
help of the energy-projected-density matrices of the d electrons and very different ordering patterns
have emerged.

PACS numbers: 71., 81.05.Je, 71.15.Nc, 71.20.-b, 81.40.Rs

So-called double perovskite variants with the general
formula R1−xAxMn2O5+δ (0≤ x ≤1; R = rare-earth el-
ement, A = alkaline-earth element; 0 < δ <1) have been
extensively investigated over the last decade. Potential
technological application has greatly stimulated the re-
search activity and the scientific community has bene-
fited from these efforts in the form of improved com-
prehension of the systems. Many interesting features
like colossal magnetoresistance, metal-insulator transi-
tions, and spin, charge, and orbital ordering (SO, CO
and OO) are certainly associated with this special class
of materials. Such enchanting phenomena are believed to
be caused by competition between the spin, charge, and
orbital degrees of freedom.

In general, there will be disorder in the lattice when
A and R in the proportion x:(1−x) are randomly dis-
tributed in the appropriate sub-lattice of the structure.
However, e.g., for x = 1/2, proper metal-ordered double
perovskites (RAMn2O6) are formed with alternate stack-
ing of layers of R and A along the c axis (this orientation
of the unit cell requires in some cases space group trans-
formation). Structural and physical properties of such a
structural arrangement has been recently reported [2] for
R = Y and La−Er. Owing to cation-size mismatch and
Jahn-Teller distortion, RAMn2O6 phases undergo transi-
tion between paramagnetic-metal and antiferromagnetic-
insulator states and charge-ordering transitions occur at
relatively high temperatures. An interesting aspect of the
RAMn2O6 phases with R = Y and La is their ability to
form stable oxygen-deficient variants; here more conve-
niently represented by the reverse formula RAMn2O5+δ

and conceptually added oxygen. The oxygen deficiencies
are normally formed in the R layers of such structures.

One of the parameters used to describe CO is the trans-
fer integral t between Mn-d and O-p states. When the
t value is high, electrons are imagined to be able to hop
from one Mn atom to another Mn via an appropriately ar-
ranged intervening O, giving rise to metal-like couplings
between electrons known as double-exchange interaction.

However when t is small, the electrons get localized on the
Mn sites and this ultimately result in CO. Thus the oxy-
gen content and the arrangement and population of the
oxygen orbitals relative to the Mn-d orbitals govern the
metal-insulator transitions and play an important role in
the SO, CO, and OO mechanisms. We have earlier re-
ported on the influence of oxygen occupancy on CO and
OO in LaBaMn2O5+δ [1], and in this report we give an
account for our findings for YBaMn2O5+δ. The aim has
been to evaluate the composite effects of oxygen content
and size mismatch of the constituents of RAMn2O5+δ on
CO and OO phenomena.

The composition of the present phases is chosen so
that for δ = 0 equal amounts of Y/La and Ba lead to
equal amounts of Mn atoms in the formal ionic valence
states 2+ and 3+, thus maximizing the Coulomb sta-
bilization energy of the CO state. In the same breath,
phases with δ = 1/2 should exhibit only Mn3+ and those
with δ = 1 should have the formal ionic states Mn3+ and
Mn4+. In fact, experimental [3, 4] and theoretical stud-
ies have confirmed that YBaMn2O5 and LaBaMn2O5

carry two different types of Mn atoms with simultane-
ous CO and OO in addition to the ferrimagnetic (Ferri)
spin ordering (SO). Since we have earlier analyzed the
magnetic and electronic properties of YBaMn2O5 [8] and
LaBaMn2O5 [1] in detail, an obvious challenge is to per-
form a comparative analysis of the two RAMn2O5+δ sys-
tems.

I. CRYSTAL AND MAGNETIC STRUCTURES

YBaMn2O5 and LaBaMn2O5 crystallize in the tetrago-
nal YBaCuFeO5-type structure (Refs. [3, 4]; space group
P4/nmm). Oxygen-vacant Y or La and oxygen-full Ba
layers are formed alternatively along the c axis [Fig. 1(a)].
Two crystallographically different Mn atoms are situ-
ated in square-pyramidal co-ordination with their oxygen
neighbors. Associated with the different size of Y and Ba
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FIG. 1: (Color online) Crystal structures of (a) tetragonal LaBaMn2O5, (b) orthorhombic LaBaMn2O5.5 (YBaMn2O5.5 is
virtually isostructural), (c) tetragonal LaBaMn2O6, and (d) monoclinic YBaMn2O6. Atoms of different kinds are labelled on
the illustration.

the corresponding Mn-O bond lengths as well as Mn-O-
Mn bond angles become appreciably different and these
features are known to play crucial roles in the physical
properties of these materials.

The YBaMn2O5.5 and LaBaMn2O5.5 phases are as-
cribed an orthorhombic structure [Refs. [4, 5]; space
group Ammm; Fig. 1(b)]. The extra oxygen atoms com-
pared with the δ = 0 cases partially occupy the ear-
lier oxygen-empty Y or La layers. Therefore half of the
square-pyramids gain an extra oxygen atom and change
their co-ordination polyhedra from square pyramids to
octahedra. The structural arrangement of LaBaMn2O5.5

is illustrated in Fig. 1(b).

In YBaMn2O6 and LaBaMn2O6 the oxygen content
of the originally oxygen-empty (viz. at δ = 0) Y or La
layers has become completely filled up and all the ear-
lier square pyramids are converted into octahedra. A no-
table distinction between YBaMn2O6 and LaBaMn2O6 is

that the former takes a low-symmetric monoclinic struc-
ture (space group P2; Fig. 1(c); also reported to be tri-
clinic [7]) whereas the latter adopts a tetragonal structure
[Ref. [4]; space group P4/mmm; Fig. 1(d)]. The influ-
ence of the size mismatch between the constituent is best
seen for δ = 1 where the Y-based phase exhibits highly
distorted octahedra whereas those of the La variant are
more regular. In YBaMn2O6 there are two crystallo-
graphically non-equivalent Mn sites (Mn1 and Mn2) and
eight oxygen sites [see Fig. 1(c)] The two kinds of MnO6

octahedra show large variation in Mn-O-Mn bond angles
(157.5 to 176.8◦) and a remarkable difference even in the
average Mn-O distances (1.96 Å for Mn1-O and 1.93 Å
for Mn2-O). The nature and magnitude of the octahedral
tilting depend not only on the Y-to-Ba vs La-to-Ba mis-
match but also on co-ordination preference for Y and La,
covalence effects etc. Using the Goldschmidt tolerance
factor as an indicator, the MnO2 layer in YBaMn2O6
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TABLE I: Bond lengths (in Å) and bond angles (in deg) between Mn and O in RBaMn2O5+δ (δ = 0, 1/2, and 1).

Specification Y;δ=0 La;δ=0 Y;δ=1/2 La;δ=1/2 Y;δ=1 La;δ=1

R−O 2.406 2.530 2.568 2.642 2.773 2.716

Ba−O 2.937 2.945 2.962 2.938 2.774 2.759

Mn1−O1a 1.908 1.941 1.830; 1.929 1.893; 1.963 1.850; 1.810; 1.980 1.953

Mn1−O2b 2.081 2.004 2.107 2.025 2.080; 2.030; 2.050 1.970; 1.926

Mn2−O1 2.086 2.105 2.284; 1.888 2.231; 1.932 1.880; 1.800; 1.900; 1.990 –

Mn2−O2 1.961 1.985 1.923; 1.857 1.898; 1.942 2.090; 1.950 –

Mn1-O1-Mn2 157.8 160.8 165.53; 155.24 167.68; 168.82 172.4; 165.6; 157.5; 176.8; 162.9 174.19

Mn1-O2-Mn2 180 180 180; 174.53 180; 175.46 161.8; 172.3 180

aO in the base plane of the polyhedra.
bO at the apex of the polyhedra.

should feel opposite oriented strain forces (viz. be sub-
jected structural frustration) from the adjacent Y-O and
Ba-O layers. Because of this frustration, the structural
mismatch can not be compensated by mere tilting of the
MnO6 octahedra. As a consequence, the shape of the
octahedra becomes heavily deformed [2]. Moreover, the
MnO2 planar oxygen configuration is displaced toward
the Y layer and away from Ba layer, resulting in shifts
of the Mn and O atoms from the positions ascribed for
ideal octahedral geometry. Even though the deviation
from regular octahedral arrangement also has been ob-
served in the structure of LaBaMn2O6, this phase only
exhibits one crystallographically equivalent Mn site and
the octahedra are only slightly distorted. Note that zero
tilting of the co-ordination polyhedra is obtained only
when there are vacant oxygen sites in the Y or La layers
of YBaMn2O5 or LaBaMn2O5.

Since the experimental studies on YBaMn2O6 have
come to structural arrangements based on different space
groups, structural optimization calculations were made
for both alternatives. The first set of calculations was
performed with the monoclinic (P2) and triclinic (P1) ar-
rangements described in Refs. [2] and [7], respectively, as
input guess structures. These calculations terminated at
structural parameters that favored the monoclinic vari-
ant by nearly 0.77 eV f.u.−1 in terms of the total energy.
However, continued calculation in which the structure
was allowed to relax without the symmetry constraints
of P2 resulted in nearly the same unit-cell dimensions,
but with a somewhat different atomic arrangement which
obeys the symmetry of space group Pc. The unit-cell di-
mensions and positional parameters for this description
of the YBaMn2O6 structure are given in Table II. The
total-energy gain on going from the experimental P2 to
the optimized Pc variant amounts to nearly 1.01 eV f.u.−1

Such a large gain in total energy must be appreciated on
our finding that forces of nearly 3.2 eV Å−1 were acting
on the Mn sites in the input experimental (P2) struc-
ture. It was indeed this fact that led us to perform the
optimization of structural parameters. The difference be-
tween the calculated (Pc based atomic arrangement) and
experimental unit-cell volume is ∼1.64%, well within the
limit accepted for DFT calculations. We have used the
optimized structural parameters in Table II to analyze
magnetic and electronic properties of YBaMn2O6.

Owing to the different space requirement of the Y and
Ba atoms, the Mn1-O and Mn2-O bond lengths and the
Mn1-O-Mn2 bond angles differ considerably and these
distinctions are reflected in the physical properties of the
RBaMn2O5+δ phases. Table I displays relevant bond
lengths and bond angles according to the experimental
structure determinations. The Mn1-O distance (between
Mn and the oxygen atoms in the “base plane” of the co-
ordination polyhedra; oriented parallel to the ab plane of
the lattice) is shorter in the Y phases than in the cor-
responding La variants. The opposite is true for Mn2-O
(viz. distance to apical oxygen atoms), Y phases hav-
ing generally longer bonds than their La counterparts.
Moreover, the Mn1-O-Mn2 bond angles along the “base
plane” of the co-ordination polyhedra deviate much from
180◦. The bond angles running along the apices of poly-
hedra (oriented along c direction) is equal to, or devi-
ate only little from, 180◦. The deviation in bond angles
from the ideal 180◦ is generally larger for R = Y than
for La variants which in itself is a hint of an effect of
the size difference between Y and La. Among the con-
sidered phases, YBaMn2O6 displays the overall largest
distortion of the co-ordination polyhedra. The accumu-
lated knowledge on the RBaMn2O5+δ phases indicates
that such materials may hide a lot of yet unexplored ex-
otic physical properties. Therefore it may be accordingly
worthwhile to analyze more systematically their relevant
physical properties in terms of the oxygen content and
the size of the R and A constituents.

The RBaMn2O5+δ phases subject to this study take
antiferromagnetic (AF) arrangements of the moments at
low temperatures [except YBaMn2O5 and LaBaMn2O5

where the moments of Mn do not cancel, resulting in
a Ferri arrangement]. An explicit magnetic structure for
YBaMn2O5.5 is hitherto not reported, but LaBaMn2O5.5

takes [10] a magnetic structure with F-spin ladders along
the b axis that are AF coupled along the a and c axes.
This co-operative ordering pattern is used in our AF cal-
culations for YBaMn2O5.5. However, YBaMn2O6 is re-
ported [2] to take a intricate-modified CE-AF-type mag-
netic ordering. Since calculations on this complex mag-
netic arrangement appeared as a very daunting task, we
here only considered the regular A-, C-, and G-AF-type
magnetic structures along with the P and F arrange-
ments. An F and CE-AF-type state is believed [6] to
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TABLE II: Optimized ground-state structural parameters for YBaMn2O6 (monoclinic; space group Pc). All atoms in 2a

positions. Experimental values taken from Ref. 2 are given in the parentheses.

Unit cell (Å or o) Atom Positional parameters

a = 5.5536 (5.5193) Y 0, 0.7619, 0 (0, 0.7425, 0)a

b = 5.5242 (5.5131) Ba 1/2, 0.7538, 0 (1/2, 0.7635, 0)

c = 7.6487 (7.6135) Mn1 0.2433, 0.7498, 1/2 (0.2430, 0.7565, 1/2)

β = 90.58 (90.30) Mn2 0.7567, 0.7498, 1/2 (0.7570, 0.7565, 1/2)

V = 234.64 (231.67) Å3f.u.−1 O1 0, 0.8123, 1/2 (0, 0.7960, 1/2)

O2 0.2006, 0.5197, 0.7711 (0.2035, 0.5015, 0.7720)

O3 0.7994, 0.5196, 0.2290 (0.7965, 0.5015, 0.2280)

O4 0.2421, 0.0220, 0.7298 (0.2420, 0.0135, 0.7280)

O5 0.7579, 0.0220, 0.2702 (0.7580, 0.0135, 0.2720)

O6 1/2, 0.7259, 1/2 (1/2, 0.7215, 1/2)

aIn order to enable a direct comparison with the optimized param-

eters, experimental data are also described in Pc symmetry rather

than the original P2 symmetry.

co-exist for LaBaMn2O6 at low temperatures, but we as-
sumed a simple AF structure for this phase.

II. COMPUTATIONAL DETAILS

In the present calculations we have made use of the
density-functional-theory (DFT) approach implemented
in the full-potential linearized-augmented plane wave
(FPLAPW−WIEN2k) method [12] in a fully-relativistic
version (including spin-orbit coupling). In the FPLAPW
method, space is divided into an interstitial region (IR)
and non-overlapping muffin-tin (MT) spheres centered
at the atomic sites. In the IR the basis set consists of
plane waves. Inside the MT spheres the basis set is de-
scribed by radial solutions of the one-particle Schrödinger
equation at fixed energies, and their energy derivatives
multiplied by spherical harmonics. The charge densities
and potentials in the atomic spheres were represented by
spherical harmonics up to ℓ = 6, whereas in the inter-
stitial region these quantities were expanded in Fourier
series. Atomic-sphere radii RMT of 2.2, 2.3, 1.9, and 1.6
a.u. for Y, La, Ba, Mn, and O, respectively, were used.
We earlier noted that the resulting magnetic moments
do not depend appreciably on the chosen atomic-sphere
radii. The initial basis set included 5s, 5p, and 4d valence
and 4s and 4p semicore functions for Y, 6s, 6p, and 6d
valence and 5s and 5p semicore functions for La and Ba,
4s, 4p, and 3d valence and 3s and 3p semicore functions
for Mn, and 2s, 2p, and 3d functions for O. The Brillouin
zone (BZ) integration was done with a modified tetrahe-
dron method [13] using approximately 200 k points in the
irreducible wedge of BZ, depending on the crystal struc-
ture of the compound in question. Exchange and corre-
lation effects are treated under the generalized-gradient-
approximation (GGA) [14] including the Perdew-Burke-
Ehrenkof (PBE) functional.

TABLE III: Total energy (relative to the lowest energy state in
meV f.u.−1) for YBaMn2O5+δ and LaBaMn2O5+δ with δ = 0,
1/2, and 1 in para- (P), ferro- (F), and antiferromagnetic (AF)
configurations using FPLAPW including GGA and spin-orbit
coupling.

Compound P F AF
YBaMn2O5 3388 422 0 (G-AF)
LaBaMn2O5 3421 365.4 0 (G-AF)
YBaMn2O5.5 3090 41.1 0 (G-AF)
LaBaMn2O5.5 6268 3324 0 (G-AF)
YBaMn2O6 1354 34.8 0a (C-AF)
LaBaMn2O6 1220 42.2 0 (Simple AF)

aG-AF is 20.8 meV higher in energy than C-AF.

III. RESULTS AND DISCUSSION

A. Magnetic properties

Total-energy calculations in paramagnetic (P), F and
AF configurations have been performed for the phases
subject to this study, and as seen from Table III the
AF state is preferred in all cases. The calculated AF
ground state for the Y and La phases with δ = 0 and
1/2, is in perfect agreement with the experiments. As
mentioned earlier, we simulated the A-, C-, and G-AF-
type structures for the YBaMn2O6 phase and found that
A-AF-type always converged to an F state with the G-
AF-type arrangement at higher energy than the C-AF
variant (see also Table III).

A Curie temperature of (TC =) 335 K is experimentally
reported [6] for LaBaMn2O6. This F state could not be
confirmed by our calculations. Our earlier full-potential
linear muffin-tin orbital (FP-LMTO) calculations as well
as the present calculations clearly show that this phase
should take an AF ground state. For this phase also co-
existence between F and CE-AF-type is proposed. This
may be taken as a hint that the F state (which rules the
macroscopic behavior of experimental samples) is intro-
duced by kinetic effects, and likely originates from chem-
ical or physical imperfections.
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TABLE IV: Calculated and experimental magnetic moment
(in µB per Mn atom) for RBaMn2O5+δ in antiferromagnetic
ground state (see Table III). Total refers to the total magnetic
moment per formula unit.

Theory Experiment
Compound Mn1 Mn2 Total Mn1 Mn2 Total
YBaMn2O5 2.94 3.79 0.99 2.90a 3.90 0.95
LaBaMn2O5 2.99 3.88 1.03 2.71b 3.21 0.70
YBaMn2O5.5 3.24 3.36 0.03 – – –
LaBaMn2O5.5 3.15 3.25 0.00 3.03c 3.43 0.00
YBaMn2O6 2.84 2.86 0.01 – – –
LaBaMn2O6 2.93 2.93 0.00 3.50b – –

aExperimental data taken from Ref. [3].
bExperimental data taken from Ref. [4].
cExperimental data taken from Ref. [10].

The calculated magnetic moments given in Table IV
are seen to be in good agreement with the available ex-
perimental data. As also mentioned earlier, the Y and
La phases with δ = 0 have non-zero total moments and
these accordingly take a Ferri ground state, whereas the
other phases have zero or negligible total moments and
these deserve classification as AF. Table IV shows that
the difference between the magnetic moments at the Mn1
and Mn2 sites decreases gradually on increasing δ from 0
to 1/2. Differences in magnetic moments are commonly
used as an indicator for different valence states. In this
case the target is the valence states of Mn1 and Mn2 (and
subsequently the question of CO). The magnetic moment
data alone suggest different Mn valence states at δ = 0
and valence equalization at δ = 1/2 and 1. A detailed
analysis of the electronic structure parameters shows that
the situation is not so simple (see below). However, it
seems safe to conclude that co-operative magnetic prop-
erties are determined by the oxygen contents of these
phases rather than by the size and other features associ-
ated with Y and/or La.

From the calculated magnetic moments we infer that,
the Mn atoms in RBaMn2O5 can be categorized as in
the class-I mixed-valence (MV) [16] configuration where
the Mn sites take different valence states. When the oxy-
gen content increases (to δ = 1/2), the Mn atoms can be
regarded as converting to a class-II MV category where
two different valence states exist together but with only
slight difference between them. When the oxygen atoms
completely fill the R layer, the Mn atoms may convert
to the class-III MV category where the distinction in the
co-ordination and valence states completely disappears.
In YBaFe2O5 [17] the conversion from class-III to class-II
and finally to class-I MV situation takes place on reduc-
ing the temperature. However, in the present case we
witness such an occurrence on changing the oxygen stoi-
chiometry.
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FIG. 2: (Color online) Total density of states (DOS) of
RBaMn2O5+δ with R = Y (black), La (red) and δ = 0, 1/2,
1 in the ground-state AF configurations.

B. Electronic structure

The electronic structures of the RBaMn2O5+δ phases
are analyzed with the help of total, site-, and orbital-
projected density of states (DOS) plots. In the higher-
energy P state all phases exhibit metallic character with
finite number of states at the Fermi level (EF). The
RBaMn2O5 phases also exhibit a small number of states
at the EF in the F state, whereas the remaining phases
have half-metallic behavior with a finite number of states
at the EF in one spin channel and an energy gap at the
EF in the other spin channel. The size of the gap in
the minority-spin channel is 2.12, 1.83, 1.61, and 1.36
eV for YBaMn2O5.5, LaBaMn2O5.5, YBaMn2O6, and
LaBaMn2O6, respectively. The decrease in the gap on
going from δ = 0 to 1 is already an indication of covalent
bonding interaction between Mn-d and O-p states and a
resulting dispersion of minority-spin states.

The total DOS of RBaMn2O5+δ in the ground-
state AF configurations are displayed in Fig. 2. The
RBaMn2O5 phases are semiconducting with an energy
gap of 0.88 and 0.86 eV for R = Y and La, respectively.
When oxygen is filled to δ = 1/2 in the R layer, the
gap decreases to 0.22 eV for YBaMn2O5.5 and 0.26 eV
for LaBaMn2O5.5, and when the oxygen content is filled
up to δ = 1 the band gap has completely disappeared
and a finite number of states is clearly seen at the EF
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in Fig. 2. The states at or near the EF originate from
Mn-d and O-p orbitals which implies that enhanced hy-
bridization interaction between the electrons concerned
leads to increased metallic character. According to Fig. 2
it can also be seen that YBaMn2O6 has more states at
EF than LaBaMn2O6 which may be correlated with the
structural finding [2] that the former is more distorted
than the latter [see Fig. 1(c, d)]. It is worthwhile to re-
call that the former compound has highly distorted octa-
hedra compared to those in LaBaMn2O6. Moreover, the
oxygen atoms in the “base planes” of the co-ordination
polyhedra are gradually more displaced toward the Y lay-
ers with increasing δ. Thereby the corresponding Mn-O
distances are decreased and the hybridization interaction
increases and so does the number of states at the EF.

Nakajima et al. [2] claim successive phase transitions
for YBaMn2O6 from a P-metallic state via a P-insulating
state to an AF-insulating state. The latter conversion is
said to take place below 200 K. Although our calcula-
tions refer 0 K, we used input lattice parameters corre-
sponding to those measured at 350 K. Hence our choice
of lattice parameters could have influenced the calculated
properties, and this may in principle explain why we ob-
tained metal rather than insulating ground state for the
RBaMn2O6 phases. We also mention that, in the case
of LaMnO3 [18], we only obtained the correct insulating
ground-state when the experimentally-established A-AF-
type configuration was taken into account in the calcula-
tions. Hence we believe that, one may also obtain insu-
lating behavior for the RBaMn2O6 phases on including
the experimentally inferred CE-AF-type ordering in the
calculations.

For the phases with δ = 0 and 1/2, we found that
the GGA with spin-orbit coupling is able to provide
the correct insulating behaviors and magnetic ground
states. Hence we had expected the same outcome for the
RBaMn2O6 phases. Fair enough, our calculations gave
AF ground states for these compounds, but with metal-
lic rather than insulating behavior. This result may of
course be an indication for stronger correlation effects
than anticipated. Therefore a possible extension of the
studies on these phases would be to try to account for
correlation effects by performing LDA+U calculations.

C. Site-projected density of states

Since the site-projected DOS for RBaMn2O5 phases
are reported already in Refs. [1, 8], we concentrate the
present analyses on the phases with δ = 1/2 and 1.
From Fig. 3(a,), it is evident that the R and Ba atoms
have largely donated their valence electrons to the other
constituents and themselves entered ionic states [evident
from the small number of states in the valence band (VB)
and a larger number of states in the conduction band
(CB)]. In the phases with δ = 1/2, Mn1 is associated
with the Mn atom with square-pyramidal co-ordination
and Mn2 with the octahedral co-ordination. Although

the topology of the DOS curves for Mn have similar fea-
tures for the RBaMn2O5.5 phases, the Mn atoms of the
La variant have more states in the range from −6 to
−4 eV than the Y variant (see Fig. 3). The most promi-
nent localized Mn states are seen from −2 eV to EF for
both phases. The bulk of the oxygen states is found in
the range −6 to −1 eV for both phases. Since the Mn
and O states cover more or less the same energy region,
there must be hybridization and appreciable degrees of
covalent bonding between them. A comparison of the Y
and La phases with δ = 1/2 shows that the latter carries
more localized states than the former, and accordingly
that the covalent bonding interaction between Mn and O
is stronger in LaBaMn2O5.5 than in YBaMn2O5.5. This
may give a hint to explain the smaller magnetic moments
at the Mn sites in the La phase than that in the Y phase,
since electrons are confined to participate either in mag-
netic interaction or in bonding interaction.

The oxygen-filled-up RBaMn2O6 variants do not have
very different site-projected DOS features (Fig. 4). The
DOS features for these two phase are similar to those
for δ = 0 and δ = 1/2 in the sense that R and Ba
have few states in the VB, indicating as already men-
tioned appreciable ionic character. Although there are
two types Mn in YBaMn2O6, the Mn-O bond lengths
and magnetic moments at the Mn sites do not exhibit
much distinction. This is reflected in their DOS in the
sense that both Mn atoms have almost similar DOS fea-
tures. Even though there is chemically only one type
of Mn available in the LaBaMn2O6 structure, we show
DOS curves [Fig. 4(b)] for the magnetically different Mn
atoms, to facilitate comparison with Mn situations in the
corresponding phases with δ = 0 and 1/2. The metal-
lic conductivity of RBaMn2O6 is originating from the
Mn-d states. The most prominent localized Mn states
are found close to EF (from −2 to −1 eV) whereas more
dispersed states are found from −7 to −2 eV. The Mn
atoms of YBaMn2O6 have larger peaks around −1.5 eV
compared to the Mn states of LaBaMn2O6. The oxy-
gen atoms of the two phases also have prominent states
in the same energy range (−7 to −2 eV), again evidenc-
ing covalent bonding interaction between the Mn and O
atoms. It is interesting to note that more Mn-d and O-
p states are present at the EF for YBaMn2O6 than for
LaBaMn2O6. This implies stronger covalent interaction
between Mn and O atoms in the former phase, thus re-
ducing the magnetic moments at Mn compared to the
latter phase.

The above detailed analysis on the electronic struc-
tures of the phases under investigation leads one to be-
lieve that, the overall features of electronic structure vary
more as a response to the oxygen content than to the
size of R constituents. However, finer details of elec-
tronic structure also depends on the Mn-O-Mn bond an-
gle which is determined by the size of the R constituents.
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FIG. 3: Site-projected density of states (DOS) for RBaMn2O5.5 [R = (a) Y and (b) La] in the antiferromagnetic configurations.
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FIG. 4: Site-projected density of states for RBaMn2O6 (R = Y and La) in the antiferromagnetic configurations.
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FIG. 5: (Color online) The charge ordering pattern obtained from the occupation matrices of majority-spin d orbitals in (a)
YBaMn2O5, (b) LaBaMn2O5, (c) YBaMn2O5.5, (d) LaBaMn2O5, (e) YBaMn2O6 and (f) LaBaMn2O6. The purple-colored
polyhedra contain Mn1 and blue-colored polyhedra containn Mn2 as central atoms. The degree or filling of d orbitals is
indicated by their radial extension.

IV. CHARGE AND ORBITAL ORDERING

In order to analyze the CO phenomena in these phases,
we take the above findings as a starting point and in ad-
dition we make use of orbital-projected DOS plots. The
atomic arrangements of the RBaMn2O5 phases have Mn-
O-Mn bond angles deviating from 180o in the square-
pyramid base plane which hinders the transfer of elec-
trons and tends to localize the electrons on the Mn sites.
In these phases, a checker-board-type CO is established
(see Fig. 5.

In our earlier report [1] we determined the OO pat-
tern for LaBaMn2O5 from its orbital-projected DOS. The
t2g-like orbitals were believed to be ordered subject to
slight variations in the location of EF. In the present
study we make use of the energy-projected occupation
density matrix to evaluate the CO and OO. From this
new approach we are not only able to identify occupation
of a particular orbital in a particular energy range but
also we obtain their orientation. Hence we believe that

this new approach may be more appropriate to visualize
the OO features. According to this new approach, we
find no difference in the OO patterns of YBaMn2O5 and
LaBaMn2O5 [see Fig. 5(a,b)]. The d-orbital-projected
DOSs for RBaMn2O5 (Fig. 7) display almost similar fea-
tures in the sense that, the dz2 orbital on Mn1 and dz2

and dx2
−y2 orbitals on Mn2 occur close to the EF. There-

fore these orbitals order according to a pattern named [7]
as ferro-orbital order (Fig. 6) in which same type of OO
is established for both RBaMn2O5 phases.

When oxygen atoms half fill the R layer in the δ = 1/2
phases, half of the square pyramids become octahedra.
As already pointed out, the degree of structural distor-
tion is larger in the Y phase than in the La phase. Owing
to the different types of Mn-O co-ordinations and the as-
sociated differences in bond angles and bond lengths the
charges localize on the Mn sites and leads to a CO state.
Fig. 5(c,d) show the so-called stripe-type CO pattern in
YBaMn2O5.5 and LaBaMn2O5.5, respectively.

The corresponding OO patterns in YBaMn2O5.5 and
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FIG. 6: (Color online) The orbital ordering pattern obtained from the occupation matrices of d states close to the Fermi
level in (a) YBaMn2O5, (b) LaBaMn2O5, (c) YBaMn2O5.5, (d) LaBaMn2O5.5, (e) YBaMn2O6, and (f) LaBaMn2O6. The
purple-colored polyhedra contain Mn1 and blue-colored polyhedra containn Mn2 as central atoms. The degree or filling of d

orbitals is indicated by their radial extension.
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FIG. 7: The d orbital-projected density of states for (a) YBaMn2O5 and (b) LaBaMn2O5 in the antiferromagnetic configurations.
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FIG. 8: The d-orbital-projected density of states for (a) YBaMn2O5.5 and (b) LaBaMn2O5.5 in the antiferromagnetic configu-
rations.

LaBaMn2O5.5 are displayed in Fig. 6(c,d). Even though
the charges order in more or less similar manners in these
phases, the OO expose significant differences. The Mn1-
O distances in the “base plane” of the square pyramids
in YBaMn2O5.5 are shorter than those in LaBaMn2O5.5.
The opposite is true for the Mn1-O distances along the
apices of the square pyramids. Therefore, there will be
large interaction between the t2g-like orbitals of Mn1
(and also to some extent the Mn1-dz2 orbital) and the
p orbitals of O. Thus the ordered orbitals on the Mn1
site in YBaMn2O5.5 have t2g character (and some dz2

character). However, owing to the shorter Mn1-to-apical-
oxygen distance in LaBaMn2O5.5, the interaction be-
tween Mn1-dz2 and O-p orbitals is enhanced compared
to that between the Mn1-t2g and O-p orbitals. There-
fore, the dz2-orbital orders at Mn1 in LaBaMn2O5.5. The
orbital-projected DOS features (Fig. 8) also agree with
the above inference. At the Mn2 site, both eg (dz2 and
dx2

−y2) orbitals order for both phases, however, owing
to the different distortion of the co-ordination octahe-
dra, the orientations become different in the R = Y and
La two phases.

The CO on the Mn sites in YBaMn2O6 and
LaBaMn2O6 is displayed in Fig. 5(e,f). In the case of
YBaMn2O6 a small difference is seen between the ordered
charges on Mn1 and Mn2 whereas for LaBaMn2O6 only
spherical distribution of charges is seen with no special
ordering pattern. The orbital-projected DOS for these
phases are shown in Fig. 9, respectively. A relatively
large amount of DOS close to the EF is contributed by
electrons in the dx2

−y2 and dxz orbitals at the Mn sites
of YBaMn2O6. Therefore these orbitals order on the Mn
sites [Fig. 6(e)]. As mentioned earlier, the large devia-
tions from 180◦ of the Mn-O-Mn bond angles along the

base plane of the square pyramids and octahedra are be-
lieved to obstruct the transfer of charges leading to their
localization in different ordering patterns.

The orbital-projected DOS for LaBaMn2O6 depicted
in Fig. 9(b) shows that dz2 and dx2

−y2 orbitals at the
Mn sites are formed close to EF . Therefore the or-
dering of these orbitals in fact are seen as spherical
distributions similar to the CO features of this phase.
However, it should be remembered that the RBaMn2O6

phases have metallic character. Hence charge localiza-
tion, the main requirement for charge ordering should
be absent in these phases. Experimental work [2] on
YBaMn2O6 reported a metal-to-insulator transition be-
low 230 K and a modified-CE-type charge ordering. Even
though our calculations show some signs of charge or-
dering in YBaMn2O6, its metallic character shrouds this
interpretation in a cloud of uncertainty. Therefore, the
calculations on the experimentally-suggested modified-
CE-AF-type structure becomes mandatory in order to
establish the correct properties of these phases. Until
such calculation come at hand, our findings should be
regarded as qualitative and significance should certainly
not be attached to band structure details.

V. CONCLUSIONS

In order to evaluate the combined effect of oxygen con-
tent and size of the R constituents on spin, charge, and
orbital orderings accurate electronic-band structure cal-
culations have been carried out on RBaMn2O5+δ (R = Y,
La; δ = 0, 1/2, 1) phases. Full-potential linearized aug-
mented plane-wave methods have been employed for the
study. The calculated magnetic moments are found to be
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FIG. 9: The d-orbital-projected density of states for (a) YBaMn2O6 and (b) LaBaMn2O6 in the antiferromagnetic configura-
tions.

in close agreement with available experimental data. The
studied phases are seen to undergo gradual changes from
so-called class-I via class-II to class-III mixed-valence sit-
uations on increasing the oxygen content from δ = 0 via
1/2 to 1. The electronic structure is also found to vary
from semiconductor to metal on going from δ = 0 to 1,
with a decrease in the band gap for the intermediate δ
= 1/2 phases. Since the δ = 1 phases are reported to
be insulating from experimental studies, inclusion of the
correct co-operative magnetic order in the calculations
seems to be important.

The overall physical properties such as magnetic and
electronic properties change as a function of the oxygen
content. The influence of the oxygen content on the
Mn-O framework appears to be the origin of this rela-
tionship, notably through facilitation or obstruction of
charge transfer and/or exchange interactions. We also
found that the size of R constituent plays a role in deter-

mining the shape and the related distortions of the co-
ordination polyhedra such as elongation or shortening of
particular Mn-O bond(s) which in turn influences occu-
pancy or vacancy of a particular d orbital(s). Therefore,
intricate details of charge and orbital ordering (such as
occupation of a particular orbital in a particular energy
region, with resulting orbital ordering etc.) are found to
vary with the size of the R constituent.
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Structural stability, electronic structure, and magnetic properties of mixed-valence ACr3O8
phases (A=Na, K, Rb)
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The structural stability, electronic structure, and magnetic properties are studied for ACr3O8 �A=Na, K, Rb;
Cr in two formally different valence states� using accurate density-functional calculations. The calculations
show that at 0 K and high pressures NaCr3O8 remains a ferromagnetic insulator whereas KCr3O8 and RbCr3O8

undergo an antiferromagnetic-insulator-to-ferromagnetic-insulator transition, the transition pressure decreasing
with increasing radius of A+ from KCr3O8 to RbCr3O8. Indirect Cr1-to-Cr1 exchange interaction via two
intervening oxygen atoms is the origin of the antiferromagnetism. The calculated structural parameters are
consistent with the experimental values, actual deviations being discussed.

DOI: 10.1103/PhysRevB.72.014411 PACS number�s�: 78.20.Ls, 78.20.Ci

I. INTRODUCTION

Compounds with mixed-valent transition-metal ions are
interesting as they exhibit exotic properties such as charge
ordering, high-temperature superconductivity, and colossal
magnetoresistance �CMR�. Since the discovery of CMR, a
lot of attention has been paid to mixed-valent manganese
compounds. Most frequently studied are 3d transition-metal
oxides with Mn, Fe, Co, or Cu atoms. Cr substitution for Mn
in Pr0.5Ca0.5Mn1−xCrxO3 �x=0.02� is found1 to destroy charge
ordering and induces a semiconductor-to-metal transition
with only compositional means �viz., without the application
of a magnetic field�. It may therefore be of interest to study
oxides containing mixed-valent Cr. In most studies on min-
eralogy and petrology of mantle rocks, Cr appears to take
only the trivalent state whereas all formal valence states from
CrII to CrVI are known for man-made compounds. However,
CrIII and CrVI are by far the most common chromium va-
lences for oxides, typically in octahedral and tetrahedral co-
ordination, respectively. For example, Cr has octahedral en-

vironment and valence III in spinel-type oxides and
tetrahedral environment and valence VI in chromates. In the
ACr3O8 �A=Na, K, Rb� compounds considered here, Cr
takes both octahedral and tetrahedral coordination with for-
mal ionic valence states believed to be Cr3+ and Cr6+. Hence
a detailed study of the valence states, electronic structures,
and magnetic properties of these compounds is of consider-
able interest.

II. STRUCTURAL ASPECTS

The crystal structure of ACr3O8 �A=Na, K, Rb� is sum-
marized in Table I and depicted in Fig. 1. X-ray powder
diffraction studies2,3 have revealed that the three compounds
are isostructural and crystallize in the monoclinic space
group C2/m. The ACr1oCr22

t O8 structure consists of two
types of Cr atoms arranged in octahedral �o� and tetrahedral
�t� environments. There are three crystallographically differ-
ent O atoms. Cr1 forms six bonds with O atoms, two with
O1 and four with O3, in a fairly regular octahedral arrange-

TABLE I. Optimized structural parameters, bulk modulus �B0�, and the derivative of bulk modulus �B0�� for ACr3O8 �A=Na, K, Rb�.
Space group C2/m: A and Cr1 in positions 2a �0,0,0� and 2c �0,0,1 /2�, respectively, Cr2, O1, and O2 in 4i, and O3 in 8i. Values given in
parentheses refer to experimental data quoted from Ref. 3.

Compound Unit cell �Å or deg� Atom x y z B0 �GPa� B0�

NaCr3O8 a=8.6223 �8.4957� Cr2 0.6386 �0.6360� 0 0.2731 �0.2709� 36.56 5.43

b=5.5249 �5.4763� O1 0.2277 �0.2256� 0 0.5562 �0.5574�
c=6.9214 �6.7991� O2 0.7158 �0.7118� 0 0.0628 �0.0616�
�=90.347 �91.412� O3 0.0256 �0.0235� 0.2451 �0.2461� 0.2999 �0.3000�

KCr3O8 a=8.8965 �8.5716� Cr2 0.6385 �0.6248� 0 0.2958 �0.2919� 29.38 4.96

b=5.4633 �5.4625� O1 0.2091 �0.2279� 0 0.5699 �0.5591�
c=7.8733 �7.6234� O2 0.6840 �0.6863� 0 0.0984 �0.0884�
�=93.493 �95.199� O3 0.0362 �0.0162� 0.2558 �0.2509� 0.3289 �0.3079�

RbCr3O8 a=8.9135 �8.6162� Cr2 0.6347 �0.6265� 0 0.3028 �0.2994� 26.27 3.84

b=5.4757 �5.4584� O1 0.2103 �0.2224� 0 0.5688 �0.5596�
c=8.1557 �7.9612� O2 0.6751 �0.6769� 0 0.1111 �0.1021�
�=94.657 �95.813� O3 0.0373 �0.0125� 0.2552 �0.2599� 0.3356 �0.3194�
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ment. Similarly, Cr2 takes a fairly regular tetrahedral coordi-
nation, forming one bond each with O1 and O2 and two
bonds with O3. The octahedra and tetrahedra are arranged in
layers parallel to the a ,b plane by corner sharing. The thus
generated layers are held together by the alkali-metal cations
which have ten nearest oxygen neighbors. The expansion of
the c axis on going from A=Na to Rb in the ACr3O8 series is
mainly due to the increased size of A+.

III. COMPUTATIONAL DETAILS

The results presented here are based on density-functional
theory �DFT� calculations according to the projected aug-
mented plane-wave4 �PAW� method as implemented in the
VASP code �Vienna ab initio simulation package�.5 In this
approach the valence orbitals are expanded as plane waves
and the interactions between the core and valence electrons
are described by pseudopotentials. The optimization of the
atomic geometry is performed via a conjugate-gradient algo-

rithm by minimization of the forces and stresses acting on
the system. During the simulations, atomic coordinates and
axial ratios are allowed to relax for different volumes of the
unit cell. These parameters are changed iteratively so that the
sum of the lattice energy and the electronic free energy con-
verges to a minimum value. The ground state is calculated
exactly for each set of atomic positions and the electronic
free energy is taken as the quantity to be minimized. The
experimental structural parameters3 are used as the initial
input. Convergence minimum with respect to atomic shifts is
assumed to have occurred when the energy difference be-
tween two successive iterations is less than 10−7 eV f.u.−1

and the forces acting on the atoms are less than 1 meV Å−1.
The generalized-gradient approximation6 �GGA� is used to
obtain accurate exchange and correlation energies for a par-
ticular atomic configuration. The calculations were carried
out using a 4�8�8 k-point Monkhorst-Pack grid, equiva-
lent to 64 k points in the irreducible Brillouin zone. A further
increase in the number of k points proved to have negligible
effect on the total energy. A plane-wave energy cutoff of 550
eV was used in all calculations. In order to avoid ambiguities
in the free-energy results we have used same energy cutoff
and k-point density in all calculations. The structural optimi-
zations were performed in paramagnetic �P�, ferromagnetic
�F�, and antiferromagnetic �AF� configurations for all the
three compounds. We have calculated the total energy of the
compounds as a function of volume for ten different vol-
umes, fitted the results to the so-called universal equation of
state,7 and therefrom extracted the bulk modulus �B0� and its
pressure derivative �B0��.

IV. RESULTS AND DISCUSSION

A. Structural optimization

The results discussed in the following sections refer to
KCr3O8 unless otherwise specifically mentioned. The struc-
tural optimization in the P, F, and AF configurations shows
that the AF configuration has the lowest total energy and
represents accordingly the ground state for KCr3O8 �Fig. 2�.
This is in agreement with the magnetic susceptibility data8,9

which show AF ordering below TN �Néel temperature�
=125±4 K. The calculations show that RbCr3O8 also has an
AF ground state whereas NaCr3O8 has a F ground state. The
optimized lattice parameters and atomic positions along with
the experimental values are given in Table I, showing rea-
sonably good agreement between the two sets of data. The
calculated cell parameters agree well for NaCr3O8, but for
KCr3O8 and RbCr3O8 the unit-cell parameters are up to some
3.8% larger than the experimental values. The PAW method
with the GGA generally gives up to 3% overestimated
volumes in some cases.10 In order to check the deviations
between the computational and experimental structural pa-
rameters for these compounds, we repeated the calculations
with more k points, higher energy cutoff, and also including
the semicore K p and Cr p states in the valence configura-
tion. None of these calculations significantly changed the
values from those listed in Table I. We also carried out a
similar set of calculations using the local-density

FIG. 1. �Color online� �a� Crystal structure of ACr3O8 �A=Na,
K, Rb�, viewed along �010�. Crystallographically different atoms
are labeled on the illustration; see also Table I. Note the distinct
Cr3O8 layers. �b� The antiferromagnetic �AF� configuration of Cr2
is indicated by arrows; the size is related to the outcome of the
calculations. A ions are omitted.
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approximation �LDA� instead of the GGA. In this case, the
obtained equilibrium parameters are up to 3.6% underesti-
mated.

In order to check the effect of the Cr PAW potential on the
lattice parameters we also carried out test calculations with
different potentials for CrO2, which is an archetype for half-
metallic ferromagnets. We correctly obtained the F half-
metallic ground state and the equilibrium unit-cell volume
�see Table II� varied around 2%, viz., well within the limit of
the accuracy for DFT calculations. In all calculations the
derived magnetic moment per Cr atom in CrO2 came out as
�2.0�B as expected for CrIV �d2�. Hence the choice of po-
tentials for the constituent elements does not significantly
influence the optimized lattice parameters.

As noted earlier, the studied systems have a layered ar-
rangement within a ,b planes. It is noteworthy that the largest
deviations in lattice parameters between experiment and
theory are found precisely for the a direction �3.8% and
3.5% for KCr3O8 and RbCr3O8, respectively�. Moreover, for

KCr3O8 the deviation in a is considerably smaller in the P
case �2.8%� than the AF case �3.8%�. The significance of the
latter finding lies in the fact that the experimental values
refer to the P state at room temperature. The variation of b is
almost negligible for the P and F states ��0.02% � and some-
what larger for the AF state �0.44%�, whereas that for c is
more appreciable for all �P, F, and AF� states �3.2–3.4 %; see
Fig. 3�. From Table III, it is seen that the calculated average
bond length Cr1o-O for the three compounds is some 2%
smaller than the experimental value. On the other hand, the
calculated and experimental bond lengths Cr2t-O are almost
the same. Cr1 has a finite magnetic moment whereas that for
Cr2 is negligible �see Sec. IV B�. The strongly bonded tetra-
hedral Cr2O4 units are not affected by either external pres-
sure or magnetic interactions whereas the octahedral Cr1O6
units are influenced by such perturbations. Hence, the dis-
crepancy between the calculated and experimental lattice pa-
rameters may be attributed to the layered structure, the
strongly bonded macromolecularlike Cr3O8 units within the
layers, and/or magnetoelastic effects. As the experimental
values refer to room temperature �well above the magnetic
transition temperature� and the calculations correspond to 0
K, low-temperature neutron-diffraction studies on the crystal
and magnetic structures of these compounds are needed to
shed light on this situation.

The change in total energy as a function of unit-cell vol-
ume for KCr3O8 is shown in Fig. 2. This shows that a tran-
sition from the AF to the F state takes place at a pressure of
2.36 GPa, associated with a volume discontinuity of 6.4%.
As the energy difference between the AF and F states is

FIG. 2. Calculated unit-cell volume vs total energy for KCr3O8

in different magnetic configurations. The arrows indicate the
antiferromagnetic-to-ferromagnetic transition.

TABLE II. Optimized unit-cell parameters for CrO2 using dif-
ferent potentials in the computation: GGA-PBE1 corresponding to
pseudopotential for Cr with 3d electrons in the valence state, GGA-
PBE2 to pseudocore 2p electrons also in the valence state, and LDA
�see Sec. III�.

Experiment

Unit cell �Ref. 11� GGA-PBE1 GGA-PBE2 LDA

a �Å� 4.4190 4.4212 4.4204 4.4348

c �Å� 2.9154 2.9125 2.9135 2.8946

V �Å3� 56.93 58.13 58.30 55.70

FIG. 3. Calculated unit-cell parameters for ACr3O8 as function
of the radius of A+ �standard values�. Open and closed symbols
represent calculated and experimental values, respectively. Note the
enlarged scale along b.
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small �Table IV�, it should be easy for this magnetic transi-
tion to occur. Similarly, RbCr3O8 also undergoes a transition
from the AF to the F state at 1.31 GPa, whereas no pressure-
induced magnetic transition is revealed for NaCr3O8 which
remains in the F state throughout the pressure range studied.

B. Magnetic properties

We have calculated the total energy for P, F, and AF con-
figurations as well as three different types of ferrimagnetic
�Ferri� ordering. However, all Ferri configurations finally
ended up with either F or AF solutions. Two different AF
arrangements were considered of which that depicted in Fig.
1�b� came out 300 meV f.u.−1 lower in energy. We have also
calculated the Liechtenstein exchange parameters12,13 for the
Cr atoms based on the formalism implemented in the
TBLMTO-47 code14 and made use of the findings as guidelines
to construct the magnetic cell. From the calculated exchange
parameters we found that the indirect Cr1-to-Cr1 and Cr2-
to-Cr2 interactions via intervening O atoms are AF �magni-
tudes 64.5 and 0.03 meV, respectively�, whereas the corre-
sponding Cr1-to-Cr2, interactions are F �magnitude
−2.74 meV�. The mutual exchange interaction between the
Cr1 and Cr2 sublattices is accordingly very small. Moreover,
as Cr2 carries a minor moment �see below� the net macro-
scopic effect of AF ordering �as assumed in the computa-
tional model� or paramagnetic disordering of the Cr2 mo-
ments will virtually be the same. Note that the Cr-Cr
separation in the compounds ��3.38 Å for KCr3O8� exceeds
the critical value15 for direct Cr-Cr interaction. The most
likely superexchange-interaction path from Cr1 to Cr1 is via
O3 atoms with an O3-O3 separation of 2.72 Å and a Cr1-
O3-O3 angle of 133°.

At first sight the calculated magnetic moments �Table V�
appear to confirm that Cr1 corresponds to nearly CrIII �d3�
and Cr2 to nearly CrVI �d0� in agreement with their octahe-
dral and tetrahedral coordinations.3 However, a closer inves-

tigation of the bonding situation reveals that �see below and
Sec. IV D� the assignment of formal valence states to Cr in
the studied systems is nontrivial. Owing to the presence of
nearly three unpaired d electrons, Cr1 may be concluded as
CrIII, but all d electrons from Cr2 are clearly not transferred
to the oxygen atoms �as is to be expected for an ideal CrVI

�d0� state�. A small magnetic moment �Table V� is associated
with Cr2, and owing to hybridization interaction between Cr
d and O p, the oxygen atoms also possess small magnetic
moments. �This leads to total moments in the F state �see
Table V� exceeding the simple sum of the moments on Cr1
and Cr2.�

The magnetic moments of Cr1 are lower than the ideal
spin-only values owing to strong covalent Cr-O interaction.
The old findings of Klemm8 established Curie-Weiss behav-
ior for KCr3O8, but gave a somewhat larger resultant para-
magnetic moment ��4.0–4.2��B f.u.−1� than the spin-only
paramagnetic moment �3.72�B f.u.−1 which “accidentally”
coincides with the theoretical spin-only moment for a d3 con-
figuration� calculated from the total cooperative-magnetic
moment for KCr3O8 in Table V. Unpublished measure-
ments by Fjellvåg9 found �P= �4.05±0.03��B and
�4.08±0.04��B f.u.−1 for NaCr3O8 and KCr3O8, respectively.
However, according to Ref. 9 NaCr3O8 takes an AF arrange-
ment below TN=91±2 K �rather than the F arrangement ar-
rived at computationally� and moreover both NaCr3O8 and
KCr3O8 have a black appearance �see also Ref. 8�. The latter
observation suggests that these substances should be metallic
rather than semiconducting. A metallic behavior can in this
case easily be imagined to arise from nonstoichiometry in the
oxygen content of the bona fide samples. There are also other
reports16 of paramagnetic moments in excess of 4�B per CrIII

for chromic compounds. For example, the related binary ox-
ides Cr2O5 and Cr3O8 �which also formally are believed to
comprise Cr3+ and Cr6+� are reported17 to exhibit AF order-

TABLE III. Bond lengths between Cr and O �in Å� in the ground-state configurations of ACr3O8.

NaCr3O8 �F� KCr3O8 �AF� RbCr3O8 �AF�
Bonds Calc. Expt. Calc. Expt. Calc. Expt.

2 Cr1o-O1 1.94 1.95 1.90 1.95 1.89 1.92

4 Cr1o-O3 1.97 2.00 1.98 2.02 1.93 2.03

1 Cr2t-O1 1.64 1.63 1.62 1.62 1.63 1.63

2 Cr2t-O3 1.69 1.69 1.66 1.66 1.65 1.65

1 Cr2t-O2 1.66 1.65 1.69 1.69 1.68 1.68

TABLE IV. Total energy �relative to the lowest-energy state in
meV f.u.−1� for ACr3O8 in P, F, and AF states.

Compound P F AF

NaCr3O8 680 0 14.5

KCr3O8 619 21.4 0

RbCr3O8 652 21.6 0

TABLE V. Calculated magnetic moment for Cr1 and Cr2 �in �B

per Cr atom� of ACr3O8 in F and AF states. Total refers to the total
magnetic moment per formula unit.

F AF

Compound Cr1 Cr2 Total Cr1 Cr2

NaCr3O8 2.451 0.241 2.868 2.391 0.013

KCr3O8 2.449 0.228 2.859 2.330 0.016

RbCr3O8 2.453 0.224 2.857 2.336 0.003
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ings at low temperature with paramagnetic moments of
�4.30±0.04��B and �4.35±0.02��B f.u.−1, respectively.

A number of manganese-containing compounds has been
found to transform from an AF insulating �semiconducting�
phase to a F metallic phase with an associated CMR effect
on application of magnetic fields. The present calculations
predict that KCr3O8 and RbCr3O8 stabilize in the F insulat-
ing phase �note at 0 K� on application of a sufficiently large
field. Transport-property studies on these materials as a func-
tion of magnetic field should be particularly interesting be-
cause of the occurrence of insulating �semiconducting� states
in both AF and F phases. The resistivity of the AF phase
should be larger than that of the F phase owing to the en-
hanced scattering of the electrons by the AF-aligned spins.
Hence, the measurement of changes in resistivity as a func-
tion of magnetic field should provide evidence of contribu-
tions from spin scattering alone. �Note that for the
manganese-containing compounds both spin scattering and
contributions from conduction electrons set free by the es-
tablishment of the metallic state will contribute to the field-
dependent resistivity.� In order to penetrate further into the
origin of the CMR effect, it would be useful to concentrate
on cases where only one of the components contributes.

C. Electronic structure

From the total density of states �DOS� for KCr3O8 in Fig.
4, it is evident that the P state with a finite DOS at the Fermi

level �EF� has metallic character. However, since the EF falls
on a peak of the DOS curve, stabilization in the P configu-
ration is not favorable, in agreement with the total energy
findings. Interestingly, the F state of KCr3O8 is insulating
�semiconducting� with a band gap �Eg� of 0.31 eV. F insula-
tors attract much attention owing to their potential applica-
tion in spintronics devices. The presently studied compounds
may be the first examples of Cr-containing oxides with F
insulating behavior other than spinels. �Earlier, we18 have
predicted F insulating behavior in Ca2YCo2O6 where Co
takes the valence states CoII and CoIV.� Also in the AF con-
figuration KCr3O8 is an insulator with a reduced Eg of 0.26
eV. A small energy gap �between −1.5 and −1.0 eV� is seen
within the valence band �VB� of the F state, whereas the gap
is somewhat larger �between −1.8 and −1.0 eV� in the AF
state where more DOS is localized. The electronic structure
of all the three compounds is similar in the sense that they
have metallic character in the P state and insulating �semi-
conducting� character in the F and AF states. NaCr3O8 has
Eg=0.36 eV in the F ground state and 0.41 eV in the �meta-
stable, if at all realizable� AF state, whereas RbCr3O8 has
Eg=0.39 eV in its AF ground state and 0.33 eV in the high-
pressure F state.

As seen from Fig. 5, the K states are almost empty �scale
multiplied by a factor of 10�. This implies that K has donated
almost all its electrons to oxygen and becomes ionic. Cr and
O states are energetically degenerate implying strong cova-

FIG. 4. Total density of states for KCr3O8 in
different magnetic configurations. The Fermi
level �EF� is indicated by vertical dashed line.
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lent interaction between them. The different valence states of
the Cr ions are also obvious from their different DOS curves.
The hybridization of the Cr2 d and O p states results in
well-localized bonding states �−6 to −4 eV� in the VB and
antibonding states in the conduction band �CB�. Although the

three different O atoms have states in the same energy re-
gion, they show significant topological differences in their
DOS curves.

The partial DOSs for Cr1 and Cr2 are displayed in Fig. 6.
As the contributions to the VB and CB from both Cr1 and

FIG. 5. Site-projected DOS for KCr3O8 in the
antiferromagnetic state. The vertical line denotes
the Fermi level �EF�.

FIG. 6. Partial DOS of Cr1 and Cr2 in
KCr3O8. The vertical line denotes EF.
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Cr2 are mainly made up from d electrons �s and p are
scarcely visible even after appreciable magnification� we
here display only the d-electron DOS. The significant differ-
ences in the topology of the d-DOS curves and the integrated
DOS values �4.2 states for Cr1 and 4.8 states for Cr2� reflect
their different valence states. The majority-spin channel of
Cr1 has more occupied states than its minority-spin channel.
Moreover, if Cr2 really had been in the CrVI �d0� state it
should have an empty d band. Instead, it exhibits a consid-
erable number of well-localized states with more or less
equal occupancy in both spin channels. Hence it can be in-
ferred that the almost-zero magnetic moment of Cr2 in these
compounds is not due to a genuine CrVI �d0� state, but results
from negligible exchange splitting. The lm-projected DOS
�not shown� also exhibits different occupancy of d orbitals
for Cr1 and Cr2. As the studied systems have monoclinic
crystal structure, the d-orbital splitting is not like that in a
perfect cubic crystal field. After applying the proper rotation
matrix, the octahedrally coordinated Cr1 does not exhibit
perfect triply degenerate t2g and doubly degenerate eg orbit-
als. In the case of Cr1, the prominent peaks around −6 to
−4 eV stem from t2g-like orbitals whereas those closer to EF
come from eg-like orbitals. The lm-projected DOS for Cr2
shows that all the d orbitals have almost equally filled
majority- and minority-spin channels localized between −6
and −4 eV. Prominent peaks are seen for Cr1, Cr2, O1, and
O3 in the energy range of −6 to −4 eV. This signals appre-
ciable hybridization interaction between Cr and O.

D. Bonding characteristics

Crystal orbital Hamiltonian population �COHP, the DOS
weighted by the corresponding Hamiltonian matrix ele-

ments� analysis19,20 is a valuable tool to quantify the number
of bonding and antibonding states. It may be recalled that a
positive sign of the COHP indicates antibonding character
and a negative sign bonding character. The calculated COHP
for Cr1 and Cr2 is displayed in Fig. 7. For both kinds of Cr
atoms the VB consists of bonding states and the CB of anti-
bonding states indicating that both have strong bonding in-
teraction with their surrounding O ions. The integrated
COHP value �which provides a measure of bond strength� for
Cr1 and Cr2 is 1.53 and 2.60 eV, respectively. Hence, the
tetrahedral Cr2 atoms have stronger bonding interaction with
its O neighbors than the octahedral Cr1 atoms consistent
with the conclusion arrived from bond-length analysis.

A combined analysis of charge density, charge transfer,
and electron localization function �ELF� plots gives addi-
tional insight into the bonding characteristics of solids.21,22 A
charge-density plot �distribution of charges in real space� to-
gether with a charge-transfer plot �difference between charge
density of the solid and that of the atoms forming the solid�
provides an overall idea about the transfer of charges in-
volved in the formation of the solid. An ELF plot23 helps to
further characterize the different types of bonding involved,
the ELF being defined between 0 and 1, and high values of
ELF are found in covalent bonds and lone electron pairs.

As the DOS and COHP analyses clearly establish differ-
ent valence states for Cr, we attempted to look for other signs
of charge ordering through examination of charge-density
plots �Fig. 8�a��. For Cr1, charges are directed toward the
octahedrally coordinated O ions, implying a degree of cova-
lent Cr1-O interaction between them. In the case of Cr2, the
charges are also directed toward the surrounding O ions, but
here the charge is denser compared to those associated with
Cr1, in agreement with the COHP analysis. The shorter
Cr2-O bond length �1.62–1.69 Å� compared to the Cr1-O

FIG. 7. Calculated COHP
curves for Cr1 and Cr2 in
KCr3O8. �The illustration refers
strictly speaking to Cr1-O1 and
Cr2-O2, but the profiles for Cr1-
O3, Cr2-O2, and Cr2-O3 are very
similar.� The vertical line denotes
EF.

STRUCTURAL STABILITY, ELECTRONIC STRUCTURE, … PHYSICAL REVIEW B 72, 014411 �2005�

014411-7



bond length �1.90–1.98 Å� and the enhanced charge density
between Cr2 and O3 suggest strong covalent interaction.
However, a closer look at the charge-transfer plot �Fig. 8�b��
paints a different picture. The anisotropic charge transfer
from Cr1 to O3 implies that the Cr1-O3 bonds are of the
coordinate covalent type where the shared electrons are sup-
plied solely by Cr1. Moreover, Fig. 8�b� also shows transfer
of charges from Cr2 to O3. If the Cr2-O3 bond only had
covalent character, the charge-transfer plot should have
shown positive charges between Cr2 and O3. However, the
denser charge region between Cr2 and O3 in Fig. 8�a�, does
not imply a strong covalent bond �as customary thinking
leads one to believe� but rather results from the presence of
nonbonding d electrons on Cr2 �which are duly absent in the
charge-transfer plot�. Even though the ELF values for the
Cr1-O and Cr2-O bonds �see Fig. 8�c�� are almost the same,

the contours around the O3 atoms are directed toward Cr1
and away from Cr2. This suggests that the Cr1-O3 bond has
some degree of directional character, whereas the Cr2-O3
bonds have both ionic and some degree of covalent charac-
ter.

From the analyses of magnetic moments, d-orbital occu-
pancies, and various means of bond characterization, it
seems reasonable to conclude with Cr3+ as an approximate
valence state for Cr1 whereas Cr6+ �as earlier studies have
inferred� is certainly inappropriate for Cr2. Within the frame-
work of the ionic picture it may be suggested that the actual
charges associated with Cr2 should justify the label Cr2+

�with O1− for all O atoms; Mulliken effective charges from
the CRYSTAL03 program showed that O atoms have accepted
around 0.9 electrons�. The origin of the inferred deviation
from the traditional formal valence scheme for charge allo-

FIG. 8. �Color online� Plots in a ,c plane of �a� charge density, �b� charge transfer, and �c� electron localization function for KCr3O8.
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cation �where adoption of 2− as the valence state for O forms
a basic postulate� is the appreciable covalent contribution to
the Cr2-O bonding.

V. CONCLUSION

It is predicted that a combination of ferromagnetic and
insulating �at 0 K� behavior may be found in formally
mixed-valent chromium compounds. The calculated struc-
tural parameters are in reasonable agreement with experi-
mental values for NaCr3O8, KCr3O8, and RbCr3O8. The
ground states of KCr3O8 and RbCr3O8 should exhibit anti-
ferromagnetic insulating �semiconducting� behavior and on
application of pressure a transformation to ferromagnetic-
insulating �semiconducting� states is predicted. The energy
difference between the antiferromagnetic and the ferromag-

netic states of these compounds is very small. Hence, by
application of a small magnetic field one can transform the
antiferromagnetic-insulating �semiconducting� KCr3O8 and
RbCr3O8 into ferromagnetic insulators �semiconductors�. Ex-
perimental studies including magnetic, transport, and spec-
troscopic properties are recommended because these com-
pounds are likely to exhibit exciting features.
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Crystal and electronic structures of Cr3O8 and LiCr3O8: Probable cathode materials
in Li batteries

R. Vidya∗, P. Ravindran, A. Kjekshus and H. Fjellv̊ag
1Department of Chemistry, University of Oslo, Box 1033 Blindern, N-0315 Oslo, Norway

Ground-state crystal structures are predicted for Cr3O8 and LiCr3O8 from accurate first-principles
density-functional calculations by considering several (25 for the former and 12 for the latter phase)
related structure types. Both phases are stabilize in monoclinic (C2/m) structures with slight
variations in the atomic arrangement of the chromium-oxygen framework. Structural optimization
is also performed for Cr8O21, the obtained structural parameters being in good agreement with the
experimental values. A possible synthesis route for Cr3O8 is suggested from total energy studies.
Electronic structure studies indicate insulating behavior with very small band gaps for Cr8O21

and LiCr3O8 whereas Cr3O8 has pseudogap-like features. Magnetic property and partial density
of states analyses indicate two different formal valence states for Cr in all studied phases (except
CrO3). Bonding characteristics and effects of Li intercalation in Cr3O8 are also analyzed with the
help of charge density and charge transfer plots.

I. INTRODUCTION

Oxides containing mixed-valent transition metals have
attracted much attention since the discovery of colos-
sal magnetoresistance phenomena. The present authors
have previously reported [1] on the electronic and mag-
netic properties of ACr3O8 (A = Na, K, Rb) which
formally contains Cr in mixed-valence states. In this
communication we present the results of first-principles
density-functional theory (DFT) calculations on the re-
lated phases Cr3O8 and LiCr3O8. In addition to the
mixed-valence aspects associated with chromium, these
phases are also of considerable interest in relation to ap-
plication as cathode material in batteries (see Ref. [2] and
references therein).

Rechargeable lithium batteries are attractive for use
in light-weight, high-energy-density-storage devices with
applications ranging from small portable electronics to
larger mobile electrical units. Batteries consist of an an-
ode and a cathode separated by a suitable electrolyte. In
lithium batteries, the anode comprises Li at a high chem-
ical potential, e.g., Li metal, Li-Al alloys or Li dissolved
in carbon. A low Li chemical potential is established at
the cathode which may have its chemical anchoring in
a suitable metal oxide or sulfide that can intercalate Li.
Li ions are intercalated into the cathode when the bat-
tery is discharged and deintercalated when it is charged.
The open cell voltage of the battery is directly propor-
tional to the chemical potential difference between the Li
in anode and cathode [3]. An appreciable amount of re-
search has been made to find possible Li cathode materi-
als based on lithium-intercalated transition-metal oxides
since these materials generally appear to exhibit quite
high cell voltages and the series LixMO2 (M = Ti-Zn)
has, e.g., been subjected to a number of first-principles
theoretical studies [3–5].

The insertion of Li in chromiun oxides by both chem-
ical and electrochemical means was apparently first
demonstrated by Koksbang and Norby [6]. Chromium
oxides as constituents for cathodes are particularly at-

tractive because of their high energy density and high
capacity at low discharge rates. For example, the calcu-
lated energy density for the couple Li/Cr3O8 is reported
to be about twice that of the couple Li/TiS2 [7]. More-
over, the couple Li/Cr3O8 has open circuit and averaged
discharge voltages of 3.8 and 3.0V, respectively, as well as
a cell voltage comparable to that of already commercially
available lithium batteries. Several studies (see Refs. [2]
and [8]) have shown that Cr3O8 cathodes exhibit good
performance for the reversible cycling which involve Li in-
tercalation/deintercalation, and the high energy density
and good rechargeability have indeed made it a promis-
ing cathode material for Li batteries. It may be men-
tioned that the maximum charge transfer estimated [8]
for the Li/Cr3O8 couple is more than 50% larger than
the average charge transfer accepted for the batteries de-
veloped by the Varta company [9]. At room temperature
Cr3O8 (as well as CrO3 and Cr8O21 which will enter in
the consideration below) is insensitive to overdischarg-
ing and can be cycled even at voltages of 2V [10]. A
disadvantage which the Li/Cr3O8 couple has in common
with other battery constructions based on intercalation
mechanisms is slow kinetics.

In general, the suitability of different host matrices as
secondary intercalation cathodes in lithium cells depends
on their crystal structure and electronic properties [11].
Further the Li ions mobility is mainly related to the
atomic architecture of the host structure and more specif-
ically to the electrostatic interaction between Li ions and
relevant parts of the host. The maximum lithium uptake
is related to the number of sites that can accommodate Li
and/or to the number of electronic states available for the
corresponding electrons. High Li+ uptake is clearly ben-
eficial for high energy density, but may be accompanied
by serious structural changes of the host. In fact, the in-
terior structure and external morphology of the host may
in general suffer appreciably during the intercalation and
deintercalation reactions. For example, the repeated cy-
cling of Li/Cr3O8 cathodes under battery conditions is
reported [12] to give rise to increasingly disordered ma-
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terials (viz. gradual deterioration toward an amorphous
state [2]).

In this scenario, it is likely that structural studies on
Cr3O8 and LiCr3O8 can provide crucial information for
the understanding of the structural stability and other
physical properties of these materials and in turn lead
ways to improve their battery performance. However,
experimental structural studies on Cr3O8 and LiCr3O8

are hitherto rather limited [13–16], which may be due
to difficulties involved in preparation of single crystals.
Hence we have undertaken a detailed study on structural
stability, electronic structure, magnetic structure, and
bonding characteristics for these materials using accurate
DFT calculations. The advantage of ab initio calculations
is that we require only the atomic numbers of the con-
stituents of the phase under investigation and suitable
guess structures.

II. COMPUTATIONAL DETAILS

The main aim of the present work has been to es-
tablish the ground-state crystal structures of Cr3O8 and
LiCr3O8, and for this purpose a number of possible guess
structures have been considered in the structural op-
timization calculations using the projected augmented
plane-wave (PAW) [17] method as implemented in the
Vienna ab initio simulation package (VASP) [18]. In
this approach the valence orbitals are expanded as plane
waves and the interactions between the core and valence
electrons are described by pseudopotentials. The op-
timization of the atomic geometry was performed via
a conjugate-gradient minimization of the total energy,
using Hellmann-Feynman forces on the atoms and the
stresses in the unit cell. During the simulations, atomic
coordinates and axial ratios are allowed to relax for dif-
ferent volumes of the unit cell. These parameters are
changed iteratively so that the sum of the lattice energy
and the electronic free energy converges to a minimum
value. The ground state is calculated exactly for each set
of atomic positions and the electronic free energy is taken
as the quantity to be minimized. Convergence minimum
with respect to atomic shifts was assumed to have been
attained when the energy difference between two succes-
sive iterations was less than 10−7 eV per unit cell and the
forces acting on the atoms were less than 1 eV Å−1. The
generalized-gradient approximation (GGA) [19] was used
to obtain the accurate exchange and correlation energy
for all the atomic configurations. The calculations were
carried out using 4×8×8 Monkhorst-Pack k-points grid,
equivalent to 64 k points in the irreducible Brillouin zone.
Any further increase in the number of k points proved to
have negligible effect on the total energy. A plane-wave
energy cutoff of 550 eV was used in all calculations. In
order to avoid ambiguities in the free-energy results we
have used same energy cutoff and k-point density in all
calculations. Calculations were performed for paramag-
netic (P), ferromagnetic (F), and antiferromagnetic (AF)

configurations of all guess structures with favorably low
total energy (notably CrO3, Cr3O8-I and -II, Cr8O21, and
LiCr3O8-I and -II). We have calculated the total energy
of the compounds as a function of volume for ten differ-
ent volumes, fitted the results to the so-called “universal
equation of state” [20], and extracted the bulk modulus
(B0).

III. STRUCTURAL CONSIDERATIONS

The first structural study [15] of Cr3O8 indexed the
x-ray diffraction pattern of a sample with the said (not
documented) composition on the basis of an orthorhom-
bic unit cell, with unspecified space group and without
any information on atomic positions. The most recent
study [16] was performed on a sample with the slightly
different composition Cr8O21 and describes the structure
as triclinic (P1) on the basis of information from powder
diffraction using conventional x-ray, neutron, and x-ray
synchrotron radiation. (The fact that the unit-cell vol-
ume reported in Ref. [15] is related to that in Ref. [16]
by a factor of nearly four suggests that the sample of the
former study in reality may have consisted of Cr8O21.)
According to Norby et al. [16] the Cr8O21 structure con-
sists of CrIIIO6 octahedra and CrVIO4 tetrahedra. These
polyhedra form sheets which are held together by tetra-
chromate CrVI

4 O13 groups to form a three-dimensional
framework [(Fig. 1(d)].

Despite the difference in composition, the Cr8O21

structure was an obvious choice of guess structure for the
structural optimization calculations. Two other equally
obvious choices were the oxide segments (designated
Cr3O8-I and -II) that remain after stripping-off K from
the KCr3O8-type [1, 21, 22] structure [Fig.1(b); space
group C2/m], and Li from the LiCr3O8 structure [Fig.
1(c); space group Cmcm with random distribution of the
Li atoms and one third of the Cr atoms [13]] and also
the oxide framework of other structures considered for
the optimization of LiCr3O8 (see below). Similarly we
considered a guess structure based on a modified HI3O8

(P21/m) [23] arrangement in which H is omitted and I is
replaced by Cr. In order to have larger platform for the
exploration of the ground state structure of Cr3O8, we ex-
tended the selection of guess structures to other alterna-
tives with 3 : 8 stoichiometry, being perfectly aware that
some of these are rather unlikely for an oxide like Cr3O8.
We considered the structure types [23] of the following
reasonably related compounds as inputs in the struc-
tural optimization calculations: Nb3Cl8 (P3m1), Rh3Se8

(R3), α-W3O8 (C222), β-W3O8 (Pbam), Ir3Se8 (R3),
α-U3O8 (P62m), β-U3O8 (Cmcm), γ-U3O8 (P21/m), δ-
U3O8 (P3), and ε-U3O8 (Amm2). In the course of the
study it also seemed appropriate to perform structural
optimization on CrO3 [24] which comprises a virtually
one-dimensional arrangement of strings of corner sharing
CrO4 tetrahedra [Fig. 1(a)].

We considered also a number of different structure
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FIG. 1: (Color online) Crystal structure of (a) CrO3 (Ama2), (b) Cr3O8-I (C2/m), (c) Cr3O8-II (C2/m), (d) Cr8O21 (P1), (e)
LiCr3O8-I (C2/m), and (f) LiCr3O8-II (C2/m). Crystallographically different chromium atoms are labeled on the illustrations.
Tetrahedral and octahedral Cr-O polyhedra are distinguished by different shading (color).

types as inputs to establish the ground-state structure
of LiCr3O8. Obviously one starting point had to be the
experimentally reported [13] LiCr3O8 structure based on
Cmcm symmetry. This structure is described as built
up of somewhat staggered strings of (Li,Cr)O6 octahedra
connected by edge sharing in the c direction, the strings
being in turn linked via corner-sharing CrO4 tetrahedra
to give the structure a certain three-dimensional charac-
ter. The present simulations of the LiCr3O8 structure
[Fig. 1(f); designated LiCr3O8-II] were performed in a
supercell which also took care of the cooperative mag-
netic order. Another atomic arrangement which had to
come on the top of the priority list was the KCr3O8-
type structure [Fig. 1(e); space group C2/m with K ex-
changed by Li; designated LiCr3O8-I] which is adopted
by the succeeding elements A = Na, K, and Rb in
the ACr3O8 series [1, 21, 22]. In addition to these
structure types, the following variants [23] were consid-
ered: HI3O8 (P21/m; Li at the H site, and Cr at the
I site), LiV3O8 (P21/m), LiNb3O8 (P21/c), α-LiTa3O8

(C2/c), β-LiTa3O8 (Pmma), α-NaNb3O8 (Ibam), β-
NaNb3O8 (Pba2), KNb3O8 (Cmcm), ZnV3O8 (Iba2),
CuNb3O8 (P21/c), AgBiCr2O8 (I4), TlV3O8, (P21/m),
and CsCr3O8 (Pnma).

IV. RESULTS AND DISCUSSION

A. Structural aspects

Among the different test-structural arrangements con-
sidered for chromium oxides with 3 : 8 stoichiometry, that
derived by omitting K from the KCr3O8-type structure
(viz. Cr3O8-I; in AF state) came out with the lowest
calculated total energy [see Fig. 2(a) and Table I for
structure specifications]. Other variants with the 3 : 8
stoichiometry came out with moderate [e.g., LiV3O8 type
minus Li; ΔE = 0.43 eV per Cr3O8 unit] to much higher
total energies [e.g., Ir3O8 type; ΔE = 7.52 eV per Cr3O8

unit]. A particular relevant test structure for compar-
ison with the ground-state Cr3O8-I variant is Cr3O8-II
derived by omitting Li from LiCr3O8-II [see below and
Figs. 1(e) and 2(c)]. As seen from Fig. 2(a) Cr3O8-II
exhibits an appreciably higher energy than Cr3O8-I, in
fact, Cr3O8-II is located well above the mentioned Li-
stripped-off variant of the LiV3O8-type structure.

The experimentally established Cr8O21 phase on the
other hand, takes a slightly different composition and
an appreciably different structural arrangement from
Cr3O8-I [see Fig. 1(b,c)]. The total energy (E) vs unit-
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FIG. 2: Calculated unit-cell volume vs total energy for (a) Cr3O8-I and -II, (b) Cr8O21, and (c) LiCr3O8-I and -II in ferro-
and antiferromagnetic configuration. See Fig. 1 and Table I for structural information.

TABLE I: Optimized structure parameters and bulk modulus (B0) for Cr3O8-I, and -II, Cr8O21 and LiCr3O8-I and -II. All
structures, except Cr8O21 (P1), are described in space group C2/m with Li in 2a and Cr1 in 2c (not included in the listing).
Values given in parentheses refer to the experimental data for Cr8O21 [16]. For comments about the experimental data for
LiCr3O8-II ([13], see text).

Compound Unit cell (Å or deg) Atom Site x y z B0 (GPa)

Cr3O8-I a = 8.4067 Cr2 4i 0.5528 0 0.2598 34.743
b = 5.2656 O1 4i 0.2007 0 0.5884
c = 6.0462 O2 4i 0.2971 0 0.9770
β = 91.03 O3 8j 0.0495 0.2433 0.3083

Cr3O8-II a = 6.7524 Cr2 4i 0.3675 0 0.5930 4.396
b = 5.6422 O1 4i 0.2205 0 0.6579
c = 7.7150 O2 4i 0.7184 0 0.6399
β = 117.85 O3 8j 0.9769 0.2460 0.6595

Cr8O21 a = 5.434 (5.433) Cr1 2i 0.852 (0.859) 0.211 (0.211) 0.069 (0.068) 21.424
b = 6.637 (6.557) Cr2 2i 0.296 (0.280) 0.235 (0.234) 0.899 (0.898)
c = 12.546 (12.117) Cr3 2i 0.347 (0.358) 0.368 (0.377) 0.248 (0.258)
α = 105.86 (106.36) Cr4 2i 0.731 (0.721) 0.793 (0.799) 0.529 (0.528)
β = 95.36 (95.73) O1 2i 0.813 (0.800) 0.500 (0.504) 0.066 (0.060)
γ = 77.70 (77.96) O2 2i 0.423 (0.426) 0.817 (0.835) 0.036 (0.049)

O3 1f 1/2 (1/2) 0 (0) 1/2 (1/2)
O4 2i 0.132 (0.127) 0.238 (0.250) 0.173 (0.182)
O5 2i 0.374 (0.381) 0.725 (0.727) 0.814 (0.812)
O6 2i 0.329 (0.304) 0.855 (0.859) 0.231 (0.243)
O7 2i 0.910 (0.911) 0.897 (0.899) 0.055 (0.057)
O8 2i 0.385 (0.383) 0.328 (0.358) 0.382 (0.397)
O9 2i 0.026 (0.038) 0.116 (0.115) 0.412 (0.406)
O10 2i 0.189 (0.183) 0.385 (0.372) 0.583 (0.591)
O11 2i 0.262 (0.261) 0.617 (0.632) 0.255 (0.255)

LiCr3O8-I a = 8.3394 Cr2 4i 0.3570 0 0.2613 49.102
b = 5.4749 O1 4i 0.2278 0 0.4572
c = 6.4185 O2 4i 0.2599 0 0.0425
β = 90.43 O3 8j 0.4733 0.2575 0.2757

LiCr3O8-II a = 9.8811 Cr2 4i 0.3741 0 0.6199 53.522
b = 5.6842 O1 4i 0.2423 0 0.7135
c = 6.1364 O2 4i 0.2329 0 0.6953
β = 123.91 O3 8j 0.9913 0.2458 0.7248

cell volume (V ) relationship for Cr8O21 [Fig. 2(b)] shows
nearly the same ground-state energy (E = −85.83 eV
per Cr3O7.875) as Cr3O8-I (E = −86.06 eV per Cr3O8)
whereas the corresponding cell volumes differ apprecia-
bly (V = 163.25 Å3 per Cr3O7.875 and 139.01 Å3 per
Cr3O8). However, a proper comparison between Cr8O21

and Cr3O8 has to take into account the difference in oxy-
gen content as brought out by the reaction equation:

3
8
Cr8O21 +

1
16

O2 = Cr3O8 (1)

The oxidation energy (ΔE) follows from the relation:

ΔE = E(Cr3O8) −
3
8
E (Cr8O21) −

1
16

E (O2) (2)

which upon introduction of the calculated values for
Cr3O8, Cr8O21, and the dioxygen molecule (E = −9.8607
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eV) gives ΔE = −0.39 eV per Cr3O8 at 0 K). This con-
firms that the experimentally established Cr8O21 phase
is the real ground-state phase for the oxide in question.
However, as will be argued below there are reasons to be-
lieve that Cr3O8-I can be obtained as a metastable phase
under electrochemical conditions.

So far all attempts [2, 6, 8, 12–16] to synthesize Cr3O8

have made use of thermal decomposition of CrO3 as a key
element in the preparational procedure:

3CrO3 = Cr3O8 +
1
2
O2 (3)

According to the present total energy data (see Fig.
2) Cr3O8 should be obtainable according to Eqn. 3 al-
ready at 0K (ΔE = −5.20 eVper Cr3O8 or −1.73 eV
per CrO2.667). However, formation of Cr8O21 should be
even more favorable (ΔE = −1.86 eV per CrO2.625 ). We
will return to a possible synthesis route to Cr3O8 after
the presentation of our findings for LiCr3O8. It should be
noted that our attempts to perform DFT structural opti-
mization for CrO3 proved rather unsuccessful. In the first
place the calculations converged rather slowly and oscil-
lating, and also they terminated at unit-cell dimensions
and positional parameters much different from the exper-
imental values [24]. We believe that the root of the prob-
lem is the distinct one-dimensional character of the CrO3

structure which may obscure the DFT calculation. It is
well known that the DFT approach (in particular GGA)
underestimates intermolecular, van-der-Waals-type bind-
ing.

As seen from Fig. 2(c), two of the selected test struc-
tures for LiCr3O8 (variants I and II) came out with virtu-
ally the same total energy at the minimum in the E(V )
relationship (ΔE ≈ −5.6meV per LiCr3O8) with vari-
ant II as the energetically favored phase. Variant II
has also the smallest equilibrium volume (V = 143.19
and 148.44 Å3 per LiCr3O8 for variant II and I, respec-
tively). As seen from Table I, both LiCr3O8-I and -II
belong to the space group C2/m, even though the ini-
tial guess structures were different. We simply allotted
the KCr3O8 type to variant I and the experimentally de-
termined LiCr3O8 structure to variant II. According to
Wilhelmi’s [13] description for the LiCr3O8-II structure
in space group Cmcm, Li and one third of the Cr atoms
are randomly distributed in a fourfold position. In or-
der to bring the disorder aspect into the computations,
we constructed a supercell with periodic arrangements of
Li and Cr1 to mimic the experimentally reported struc-
ture. At the start of the calculations it was detected that
forces of around 2.6 eVÅ−1 were acting at the oxygen
sites which clearly signaled certain defects in the experi-
mental LiCr3O8-II structure. This suspicion was further
reinforced during the calculations which finally converged
with a gain of more than 1.3 eV f.u.−1 in total energy
and structural parameters that were “miles away” from
the input values. On careful analysis of our computed
LiCr3O8-II structure it turned out that this really be-
longs to space group C2/m rather than Cmcm. Although

this is “accidentally” the same space group as adopted
by variant I, the atomic arrangement is quite different.
With our retrospective wisdom we tried to convert Wil-
helmi’s structure to space group C2/m, but the efforts
were in vain. Hence the calculated structure specification
included in Table I represents an appreciably modified
version of Wilhelmi’s structure, and it is pertinent to ask
what can possibly have gone wrong in Wilhelmi’s single-
crystal x-ray determination of the LiCr3O8-II structure.
We believe that the root of the discrepancy is associated
with the chemically rather unrealistic postulate that Li
and Cr atoms should be randomly distributed over one
and the same site in such structures. On the basis of the
present theoretical findings it is strongly recommended
that the LiCr3O8-II structure is subjected to an experi-
mental redetermination.

From Fig. 1(e,f) it is seen that LiCr3O8-I and -II car-
ries a close structural relationship, both exhibiting char-
acteristic layer features. Wilhelmi [13] used relatively
strong synthetical means (hydrothermal conditions at
high temperatures) to obtain the LiCr3O8-II phase. On
modifying the preparational procedure (inter alia relin-
quishing single-crystal production and rather imitating
the synthesis procedures for the other ACr3O8 (A = Na,
K, Rb) phases [22] it seems quite likely that the LiCr3O8-
I phase will materialize. With the LiCr3O8-I phase at
hand, it is easy to prescribe an apparently safe synthesis
route to Cr3O8-I. LiCr3O8-I is simply introduced as cath-
ode in a suitable battery setup and the unit is subjected
to charging conditions.

The structural feature which makes the LiCr3O8-I
phase particularly suitable for battery purposes is its
pronounced layer character (like monoclinic LiMnO2 [25]
where the structure allows withdrawal of large amounts
of Li) and the direct correspondence between the struc-
tures of Cr3O8-I and LiCr3O8-I [see Fig. 1(b,e)] which
should facilitate lithium intercalation/deintercalation. It
is the close structural relationship which will allow prepa-
ration of Cr3O8-I as a metastable phase at the expense of
the energetically more favorable Cr8O21 (see above). The
synthesis of Cr8O21 has been made with use of CrO3 as
starting material and it is indeed possible to imagine that
Cr3O8-I as well as Cr8O21 can be formed by reconstruc-
tions from structural fragments obtained by partial ther-
mal decomposition of CrO3. However, thermal decom-
position requires elevated temperature and under these
conditions the energetically favored Cr8O21 is formed.
On the other hand, under the far milder electrochemical
conditions during deintercalation of LiCr3O8-I, Cr3O8-I
should be favored by kinetics. Since the energy barrier
between Cr3O8-I and Cr8O21 is higher than the energy
made available by room temperature, the activation en-
ergy needed to promote the conversion from the former
to the latter is simply not available.

Table I shows that Li intercalation from Cr3O8-I to
LiCr3O8-I leads to relatively small changes in the a
and b axes (−0.8% and 3.1%, respectively) whereas
there occurs an appreciable increase in the c axis
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TABLE II: Calculated magnetic moment (in μB per Cr atom)
for crystallographically non-equivalent Cr atoms (see Fig. 1
and Table I) for CrO3, Cr3O8-I, Cr3O8-II, Cr8O21, LiCr3O8-
I, and LiCr3O8-II in F and AF states . Total refers to the
total magnetic moment per formula unit.

F AF
Phase Cr1 Cr2 Total Cr1 Cr2
CrO3 1.91 – 1.87 1.36 –
Cr3O8-I 1.78 0.17 1.94 1.67 0.02
Cr3O8-II 1.93 0.18 1.96 1.83 0.05
Cr8O21 2.39 0.26a 5.61 2.34 0.04b

LiCr3O8-I 2.55 0.22 2.89 2.45 0.02
LiCr3O8-II 2.60 0.22 2.87 2.57 0.04

aFor Cr3: 0.21 and Cr4: 0.15
bFor Cr3: 0.21 and Cr4: 0.02

(6.2%). This nicely illustrates the requirements to
a good cathode battery material based on intercala-
tion/deintercalation mechanisms and emphasizes why
the pair Cr3O8-I/LiCr3O8-I constitutes a good combina-
tion. Considerations of the structural information in Fig.
1 and Table I suggest why this pair should be better than
other chromium-oxygen combinations: CrO3 appears to
be rather unsuitable for intercalation/deintercalation as-
sociated with its one-dimensional structure, Cr8O21 ex-
hibits too much three-dimensional character, whereas
Cr3O8-II carries a more irregular arrangement than
Cr3O8-I. Moreover, most of the cathode materials tested
hitherto [2, 8, 10, 25–28] appear to have contained a
mixture of CrO3, Cr3O8 (most likely Cr8O21 accord-
ing to the preparational conditions), Cr5O12, and/or
Cr2O5, of which CrO3, Cr5O12, and Cr2O5 as well as
the lower oxides CrO2 and Cr2O3 are all reported [2] to
decrease the performance of lithium chromium oxides as
battery materials. Most of the attention has been fo-
cussed on poorly characterized samples with the compo-
sition Cr3O8. Since these materials probably consisted
of Cr8O21 it is only natural that the capacity of Li in-
tercalation is found to increase with increasing degree of
amorphous character of these samples [8]. Even with
its probable shortcomings (compared to Cr3O8-I) un-
specified Cr3O8 is reported [8] to exhibit a quite large
chemical diffusion coefficient for Li+ (∼ 10−8 cm2 s−1).
This appears to vouch for an appreciably higher diffusion
of Li+ during intercalation/deintercalation of Cr3O8-I,
which we still regard as a very promising battery cath-
ode material.

B. Magnetic properties

During the structural optimization, we also took into
account cooperative magnetic ordering and performed
simulations for P, F, and AF configurations. [Our ex-
perience from the calculations of magnetic states for
the closely related ACr3O8 (A = Na, K, Rb) series

showed [1] that tested configurations with ferrimagnetic
arrangements invariably ended up with F or AF solu-
tions. Accordingly, such variants were not considered
in this study.] As seen from Fig. 2, the AF arrange-
ments came out as the ground states for all phases, ex-
cept Cr3O8-II which takes F ordering as the lower-energy
state. The energy difference between the AF and F states
is small in all cases (between ∼ 4 and 160meV f.u.−1).
These findings suggest that some of the considered phases
may be subjected to an AF-to-F transition on application
of a magnetic field.

According to Table II one of the Cr sites in all
these phases carries a substantial magnetic moment
(1.4−2.5μB per Cr atom for the AF states at 0 K and
ambient pressure) whereas the other Cr sites only ex-
hibit small moment(s). On considering Table II it should
be born in mind that the oxygen atoms also carry small
induced magnetic moments. Some of these turned out
to be oppositely aligned in the F cases, hence the total
moments for Cr3O8-I and -II came out smaller than the
sum of the moments at the Cr1 and Cr2 sites.

Experimental magnetic data are very scarce for these
phases: limited to μP = 4.2± 0.1μB per Cr atom, Θ =
−165± 5K, and TN around 100K for Cr8O21 [16], and μP

= 4.35μB per Cr atom, Θ = −170K, and TN around 80K
for Cr3O8 (unspecified) [15]. [Note that these data refer
to P states with numerical values extracted from Curie-
Weiss relationships and thus follow a different definition
of magnetic moment; according to the “spin-only” ap-
proximation specified as: μP =

√
8Cmol = 2

√
S(S + 1) ].

However, powder neutron diffraction was only able to
unveil a few very weak magnetic reflections at low tem-
peratures (10−100K) for Cr8O21 [16]. Perhaps the clear
indication of Néel temperatures in the magnetic suscep-
tibility data for these phases reflects conversion to two-
rather than three-dimensional cooperative magnetic or-
dering.

The magnetic moments at the Cr1 (Cr for CrO3) sites
in these phases are lower than the “spin-only” values for
a CrIII (d3) valence state, owing to strong Cr-O interac-
tions (see Sec. IV D). Without our prior experience from
the study of the ACr3O8 phases we might at first been
tempted to take the observation of very low magnetic
moments at the Cr2 sites as indications of a CrVI (d0)
valence state. (The fact that we then would have over-
looked that CrVI is the formal valence state for CrO3

is another story.) However, we know [1] that the almost
zero moments of Cr2 in the ACr3O8 phases do not reflect
a d0 state, but rather results from very small exchange
splitting. The large moments at the Cr1 sites, on the
other hand, reflect precisely the opposite, viz. strong ex-
change interaction. The overall size and variation of the
magnetic moments in Table II, clearly demonstrate that
little physical significance should be attached to consid-
erations based on formal valence states (see also Sec. IV
D). It is interesting to note that the magnetic moment
at Cr1 increases by approximately 1μB from Cr3O8-I
and -II to LiCr3O8-I and -II, respectively. This should
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not be interpreted as a trivial change in oxidation state
from, say, CrVI to CrIII but mostly as another evidence
for effects of exchange splitting. In this perspective the
impacts of differences in the valence states of Cr1 and
Cr2 have far less significance.

C. Electronic structure

The total and site-projected DOSs for CrO3, Cr8O21,
Cr3O8-I, and Cr3O8-II are displayed in Fig. 3. The total
DOS for CrO3 [Fig. 3(a)] with a significant number of
states at the EF implies metallic character contrary to
the insulating behavior expected for a CrVI state. This
confirms that Cr is not in a simple CrVI state, in agree-
ment with magnetic moment study.

The total DOS for Cr8O21 [Fig. 3(b)] shows insulat-
ing behavior with around 0.25 eV band gap between the
valence band (VB) and conduction band (CB) which pro-
vides another evidence of the relative stability of this ox-
ide compared with Cr3O8-I and -II. Cr8O21 comprises
four crystallographically non-equivalent Cr and eight O
atoms. Since the energetic distribution of the electronic
states for Cr3 and Cr4 are almost same as that for Cr2, il-
lustrations of the site-projected DOS for the former sites
are not included in Fig. 3(b). Only an overall DOS is
shown for the oxygen atoms of Cr8O21. The EF in Cr3O8-
I [Fig. 3(c)] falls on a pseudogap-like feature. Pseudogaps
are known [29] to result from covalent hybridization, ex-
change splitting, charge transfer, d resonance etc., and
the presence of a pseudogap appears to be favorable for
stability. The Cr3O8-II phase, for which both F and AF
configurations occur at higher energy than the Cr3O8-
I phase [see Fig. 2(a)], exhibits a very small band gap
[0.04 eV; Fig. 3d] and accordingly insulating behavior at
0K. The band gap of Cr8O21 is considerably larger lend-
ing further support to the conclusion that Cr8O21 is more
stable than the two Cr3O8 variants, viz. in agreement
with findings from the total energy study.

The DOS for the Cr atoms in Cr3O8-I and -II as well
as in Cr8O21 show different topology indicating differ-
ence in their valence states. The partial DOS of Cr1 in
all three phases are similar in the sense that the most
prominent peaks are seen in the region −6 to −4 eV and
in a narrow region just below the EF. The majority- and
minority-spin channels of Cr2 are almost equally filled,
and this implies as mentioned above negligible exchange
splitting and consequently a negligible moment at Cr2.
The x-ray photo-emission (XPS) study [8] on Cr3O8 sam-
ples (unspecified phase) reported two prominent peaks
which were interpreted as evidence for Cr6+ and Cr3+.
Although assignment of valence states is not appropriate
using XPS, the site-projected DOS of Cr1 and Cr2 in
Fig. 3(b-d) show two such prominent peaks in VB. Ow-
ing to the presence of energetically degenerate Cr d and
O p states and the layered nature of these phases, the
covalent interaction between these atoms is distinct, and
indeed it is this interaction which is responsible for the

small magnetic moments at the oxygen sites.
The electronic structures of LiCr3O8-I and -II (Fig. 5)

are largely similar. Compared with Cr3O8-I and -II,
LiCr3O8-I and -II may be said to have the states more
localized. Insulating behavior is seen for both phases
with band gaps of around 0.34, and 0.81 eV, respectively.
Clearly visible Li states occur in the VB for LiCr3O8-I
whereas the Li DOS profile for LiCr3O8-II becomes visi-
ble only after appreciable magnification, indicating that
Li in LiCr3O8-I is less ionic than that in LiCr3O8-II. Simi-
lar to the corresponding Cr3O8-I and -II variants, the two
types of Cr atoms in LiCr3O8-I and -II exhibit topolog-
ically different partial DOS. The three kinds of oxygen
atoms show differences in the DOS curves like those in
Cr3O8-I and -II. The partial DOS of Cr and O are en-
ergetically degenerate also for the lithium phases (viz.
hybridized). As is to be expected on the basis of the
close structural correspondence between LiCr3O8-I and
-II and the ACr3O8 [1] compounds, there are also pro-
nounced similarities in the electronic structures of these
phases.

According to formal electron counting, the valence of
Cr1 should be 4+ and that of Cr2 6+ in Cr3O8. When
Li is intercalated into Cr3O8 an extra electron, formally
donated by Li, goes to Cr1 and changes its valence to
3+. However, the present computations show that, for
all compounds, the VB contains a large (roughly equal)
number of states for Cr1 and Cr2 (certainly no way near
the d0 configuration required for a Cr6+ state). Owing to
the hybridization interaction with O 2p, the states at the
Cr2 site could at first sight seem to originate from back-
donation. However, the orbital-projected DOSs (Fig. 5)
for Cr1 and Cr2 in Cr3O8 and LiCr3O8 demonstrates a
definite number of d states (integrated counts gave 3 to
5 electrons; s and p states are negligibly small and not
included in the illustrations). It must therefore be con-
cluded that, it would be inappropriate to assign valence
states for Cr according to the conventional approach.

D. Bonding characteristics

The information on the chemical bonding in the com-
pounds under investigation is largely gathered from care-
ful analysis of the structural, magnetic, and DOS prop-
erties (Sec. III A-C) together with charge density and
charge transfer plots. The insight already gained [1] on
the chemical bonding in the closely related compounds
ACr3O8 (A = Na, K, Rb) constitutes a firm basis for the
present deductions. Our very broadly directed study of
the ACr3O8 compounds included the use of electron lo-
calization function and crystal orbital Hamiltonian pop-
ulation analyses as additional tools. However, since the
extra tools largely served to confirm the findings from
the charge density and charge transfer plots, it was de-
cided to concentrate the efforts on the latter means to
illuminate bonding for the present compounds.

In the following we will focus the attention on the
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FIG. 3: Total and site-projected density of states for (a) CrO3 (based on experimental structural parameters), (b) Cr8O21, (c)
Cr3O8-I, and (d) Cr3O8-II; in AF configurations for the three former oxides and F configuration for the latter. The vertical
line denotes EF.

bonding situation in Cr3O8-I and LiCr3O8-I. There are
two main reasons for this choice. First, LiCr3O8-I
is properly isostructural with the ACr3O8 compounds
which allows us to draw heavily on the experience from
our earlier study [1] and Cr3O8-I constitutes the “an-
ion” skeleton of these compounds. Second, the Cr3O8-
I/LiCr3O8-I pair are of considerable interest in relation
to battery aspects, both for pure model considerations
and also for potential practical utilization. Moreover, we
believe that insight gained on the bonding in Cr3O8-I
and LiCr3O8-I has large carry-over value for illustration
of our findings for the closely related phases subject to
this study.

Fig. 6 shows plots of charge density and charge transfer

(difference between the actual charge in the crystalline
solid under investigation and the superposed atomic
charge at the corresponding atomic position) for Cr3O8-
I and LiCr3O8-I. The charge density within the Cr3O8-I
skeleton [Fig. 6(a)] suggests that, the octahedral Cr1 ex-
hibits considerable covalent interaction with the neigh-
boring basal plane oxygen atoms whereas the charge
density between Cr2 and oxygen implies even stronger
covalent interaction. However, the charge transfer plot
[Fig. 6(b)] does not fully comply with these inferences.
The anisotropic charge distribution at Cr1 points to co-
ordinated covalent bonding. The absence of charges in
regions between Cr2 and O (an indicator for covalent
bonding) and more positive charges at the oxygen sites
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FIG. 4: Total and site-projected density of states for (a) LiCr3O8-I and (b) LiCr3O8-II in AF state. The vertical line denotes
EF.
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FIG. 7: Calculated charge density differences between
LiCr3O8-I and Cr3O8-I. The calculations were performed for
the fixed, relaxed geometry of LiCr3O8-I.

imply that Cr2 exhibits a distinct degree of iono-covalent
interaction with its oxygen neighbors (viz. the Cr2-O
bonds signal both charge transfer and directional cova-
lent bonding). In LiCr3O8-I [see Fig. 6(c,d)], the Li site
carries charge; the charges around O2 showing a some-
what larger span than that in Cr3O8-I, and Cr2-O ex-
hibits higher charge density between the atoms. Ex-
cept for these distinctions, the overall features of the
charge density distribution are the same for Cr3O8-I and
LiCr3O8-I.

Similar to Na, K, and Rb in the ACr3O8 compounds,
it is appropriate to refer to Li in LiCr3O8-I as a cation.
The same applies to Li in LiCr3O8-II although the pic-
ture is a little more unclear owing to its more irregular
structural arrangements. In Cr3O8-I and -II as well as in
the lithium containing compounds, Cr and O electronic
states are energetically degenerate demonstrating strong
covalent interaction between them. The different valence
states of the Cr atoms in these compounds are seen from
their different DOS curves. However, the difference is,
in all phases, far smaller than indicated by the formal
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ionic valences Cr3+ and Cr6+. As for the ACr3O8

compounds the octahedrally coordinated Cr1 may to a
reasonable approximation be regarded as Cr3+ whereas
the tetrahedrally coordinated Cr2 appears to be closer
to Cr2+ than Cr6+. The charges associated with oxygen
in the presently considered compounds appear close
to −1. The general feature is that the Cr-O bonds of
octahedral configurations have more covalent character
than those in tetrahedral arrangements.

Effect of Li intercalation

In order to illustrate the effect of Li intercalation in the
Cr3O8-I lattice, we show the charge density difference
between LiCr3O8-I and Cr3O8-I in Fig. 7. The charge
difference has been calculated for the same unit-cell di-
mensions and atomic positions as that of the optimized
LiCr3O8-I phase, so that the electron densities can be
subtracted point by point in real space. According to
the classic inorganic chemistry viewpoint: When Li is in-
tercalated into the Cr3O8-I host lattice, Cr will absorb
the extra charge and change oxidation state(s). If this
had been the case, one would have expected appreciable
modification in the electronic structure. From Fig. 6(a,c)
it is however seen that there occurs no significant change
at the site allocated for Li when it enters the Cr3O8-I host
to form LiCr3O8-I, and the amount of charges present on
Cr remains essentially the same. Hence the entire valence
electron of Li is not transferred from it to the Cr3O8-I
host. Fig. 7 suggests that charges are present between
the Li and O3 sites. The oxygen electrons are polarized
toward the Li site in an “attempt” to establish covalent
bonding with Li. In accordance with this, there occurs
an increase in the Cr1-O3 bond length from 1.88 Å in
Cr3O8-I to 1.91 Å in LiCr3O8-I. If the “attempted” Li-
O covalent bond had been established as a strong bond,
Li deintercalation would have been hampered. However,
experimental studies on Cr3O8 (unspecified) appears to
indicate that the rechargeability and cyclability is quite
good, suggesting that the covalency of the Li-O bond is
weak. It is worthwhile to note that the O p states span
up to EF in Cr3O8-I, whereas in LiCr3O8-I they become
more localized and occur between −6 to −2 eV. Moreover
the participation of O p states will give rise to higher cell
voltage as more energy is needed to release the electrons
from the lower O p band [30] during the Li to Li+ con-
version.

As already emphasized, the conventional picture of Li
donating its valence electron to the host is not applicable
here. The mechanism is rather that the lattice undergoes
a “self-regulating response” which minimizes the effect of
the external perturbations via rehybridization [5]. This
is seen as noticeable modifications in the charges around
Cr and O atoms in Figs. 6(c) and 7. The Cr-O bonds
undergo changes in hybridization so that Cr1 gains some
charges whereas Cr2 depletes some charges (The inte-
grated charge at the Cr1 site is 10.42 e in Cr3O8-I and

10.52 e LiCr3O8-I whereas that at the Cr2 site is 11.64 e
in Cr3O8-I and 11.62 e in LiCr3O8-I.) A similar situa-
tion appears to occur in LiCuSn [31] where the Cu sites
is mainly affected by the Li intercalation. As the Cr1-
O bond length increases from Cr3O8-I to LiCr3O8-I, the
strength of the covalent interaction decreases. In general
it may be said that the valence electrons on a particu-
lar atom participate either in bonding or in magnetism.
As the Cr1-O bond length increases, the Cr1 electrons
contribute more to magnetism which in turn result in in-
creased magnetic moment at Cr1. The situation for Cr2
is different since the average Cr2-O bond length (1.66 Å)
remains almost the same in Cr3O8-I and LiCr3O8-I, and
consequently no noticeable change in either the bonding
interaction or the magnetism takes place.

V. CONCLUSION

On considering a number of different guess structures
in structural optimizations of Cr3O8 and LiCr3O8, it is
established that both compounds stabilize with the struc-
tural arrangements described in space group C2/m with
certain modifications in the atomic arrangements. The
optimized structural parameters for Cr8O21 are found to
be in good agreement with the available experimental val-
ues. From total energy studies it is shown that Cr8O21

is energetically more favorable than different variants of
Cr3O8. It is proposed that Cr3O8 can be stabilized as
a metastable phase when electrochemical conditions are
imposed on LiCr3O8. Electronic structures have been
explored by investigating total and site-projected density
of states and it is confirmed that the electronic structure
of LiCr3O8 has similarities with the structurally related
ACr3O8 (A = Na, K, Rb) phases. Detailed analyses of
the bonding situation reveal that on intercalation of Li
into Cr3O8, Li does not donate its valence electron to
the Cr3O8 host. On the contrary, the Cr3O8 host under-
goes a so-called “self-regulating response” by modifying
the iono-covalent character of the Cr-O bonds. In all the
studied systems Cr exists in two different valences as evi-
dent from differences in magnetic moment and electronic
structure details. Cr in octahedral coordination can be
referred to as CrIII whereas Cr in tetrahedral configura-
tion can not properly be considered as CrVI. The suit-
ability of Cr3O8/LiCr3O8 combinations as possible cath-
ode materials has been examined from structural points
of view. Owing to their potential significance in this re-
spect, experimental studies on structural and magnetic
properties are strongly recommended.

VI. ACKNOWLEDGEMENT

The authors are grateful to the Research Council of
Norway for financial support and computer time at the
Norwegian supercomputer facilities.



12

[*] Electronic address: vidya.ravindran@kjemi.uio.no
[1] R. Vidya, P. Ravindran, P. Vajeeston, H. Fjellv̊ag, and

A. Kjekshus, Phys. Rev. B. 72, 014411 (2005).
[2] R.P. Ramasamy, P. Ramadass, B.S. Haran, and B.N.

Popov, J. Power Sources 124, 155 (2003).
[3] G. Ceder, M.K. Aydinol, and A.F. Kohan, Comput.

Mater. Sci. 8, 161 (1997).
[4] M.K. Aydinol, A.F. Kohan, G. Ceder, K. Cho, and J.

Joanhopaulos, Phys. Rev. B. 56, 1354 (1997).
[5] C. Wolverton and A. Zunger, Phys. Rev. Lett. 81, 606

(1998).
[6] R. Koksbang and P. Norby, Electrochim. Acta 36, 727

(1991).
[7] D.W. Murphy, P.A. Christian, F.J. Disalvo, and J.N.

Carides, J. Electrochem. Soc. 126, 497 (1979).
[8] O. Yamamoto, Y. Takeda, R. Kanno, Y. Oyabe, and Y.

Shinya, J. Power Sources 20, 151 (1987).
[9] H. Laucklnd and S.C. Nijhawan, Prog. Batteries Solar

Cells 5, 61 (1984).
[10] R. Koksbang, D. Fauteux, P. Norby, and K.A. Nielsen,

J. Electrochem. Soc. 136 598 (1989).
[11] J.O. Besenhard and R. Schöllhorn, J. Electrochem. Soc.
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Density-functional calculations on crystal structures and properties of CsCr3O8 and
ACr3O8 (A = In, Tl, Cu, Ag, Au)
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Accurate ab initio density-functional calculations are performed to predict ground-state crystal
structures and to gain understanding of electronic structure and magnetic properties of CsCr3O8

and ACr3O8 (A = In, Tl, Cu, Ag, Au). CsCr3O8 stabilizes in an orthorhombic (prototype; Pnma)
structure in agreement with experimental findings whereas the remaining compounds stabilize in
the monoclinic KCr3O8-type (C2/m) structure. All compounds exhibit antiferromagnetic ordering
in the ground state at 0K. The electronic structures are analyzed with the help of density-of-states,
charge-density, and electron-localization-function plots. All compounds (except InCr3O8) are found
to be semiconductors (insulators at 0K) with very small band gaps, and Cr atoms in different
environments consistently take different valence states.

I. INTRODUCTION

Oxide materials with transition metal constituents in
mixed-valence states have attracted much attention in
recent years since they exhibit exotic phenomena like
colossal magnetoresistance (CMR) and spin, charge, and
orbital ordering [1]. Transition-metal compounds with
mixed-valence Mn, Cu, and Co are widely studied,
whereas others with say, Cr and Ni are less explored.
In an effort to gain understanding of mixed-valence Cr
compounds, we have earlier [2–4] studied structural sta-
bility, electronic structure, and magnetic properties for
compounds with the general formula ACr3O8 (A = H,
Li, Na, K, Rb as well as A absent) where Cr formally
takes two different valence states. In the first report [2]
we used accurate density-functional theory (DFT) cal-
culations to analyze electronic, magnetic, and bonding
characteristics of ACr3O8 (Na, K, Rb) and later [3] we ex-
plored the ground-state structures of Cr3O8 and LiCr3O8

which are of considerable interest as cathode materials in
rechargeable Li-ion batteries. In Ref. [4] we report the
findings for the highly hypothetical compound HCr3O8.
In the present work we analyze the structural behavior,
electronic structure, and magnetic properties of the cor-
responding ACr3O8 phases with A = Cs, In, Tl, Cu, Ag,
and Au, with some special emphasis on CsCr3O8.

II. COMPUTATIONAL DETAILS

The results presented here are based on density-
functional calculations according to the projected-
augmented plane-wave (PAW) [5] method as imple-
mented in the VASP (Vienna ab initio simulation pack-
age) [6]. In this approach the valence orbitals are ex-
panded as plane waves and the interactions between the
core and valence electrons are described by pseudopo-
tentials. Since one of the main aims of the present work
is to determine ground-state structures for ACr3O8, we
have performed structural optimizations. We consid-
ered around 12 different structure types as inputs for
each compound and evaluated the total energy for these

test structures. A detailed listing of all the considered
input structures are given elsewhere [2, 3]. The op-
timization of the atomic geometry is performed via a
conjugate-gradient minimization of the total energy, us-
ing Hellmann-Feynman forces on the atoms and stresses
in the unit cell. During the simulations, atomic coordi-
nates and axial ratios are allowed to relax for different
volumes of the unit cell. These parameters are changed
iteratively so that the sum of lattice energy and elec-
tronic free energy converges to a minimum value. Con-
vergence minimum with respect to atomic shifts is as-
sumed to have been attained when the energy difference
between two successive iterations is less than 10−7 eV
per cell and the forces acting on the atoms are less than
1 meVÅ−1. The structure with the lowest total energy
is taken as the ground-state structure. The generalized
gradient approximation (GGA) [7] includes the effects of
local gradients in the charge density for each point in the
materials and which generally gives better equilibrium
structural parameters than the local density approxima-
tion (LDA). Hence, the GGA [7] is used to obtain the
accurate exchange and correlation energy for a partic-
ular atomic configuration. The calculations are carried
out using 64 k points in the irreducible Brillouin zone for
the monoclinic C2/m structure. We have used same en-
ergy cutoff and k-point density in all calculations. The
above calculations are performed in paramagnetic (P),
ferromagnetic (F), and antiferromagnetic (AF) configu-
rations. We have calculated the total energy of the com-
pounds as a function of volume for ten different volumes,
fitted the results to the so-called ”universal equation of
state” [8], and extracted the bulk modulus (B0).

III. RESULTS AND DISCUSSION

A. Structural optimization

Among the different atomic arrangements used as in-
puts in the calculations for CsCr3O8, the experimen-
tally established [9] structure (prototype; Pnma) and the
KCr3O8-type (C2/m) variant came out with lower ener-
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FIG. 1: (Color online) The optimized crystal structures of (a)
CsCr3O8 (prototype; Pnma) and (b) InCr3O8 (KCr3O8 type;
C2/m).

gies [Fig. 2(a)] than the other considered alternatives.
Among these the experimental arrangement has the low-
est energy and represents the ground state. The struc-
ture [Fig. 1(a)] comprises three crystallographic types of
Cr and six types of O atoms which form Cr1O6 octa-
hedra, Cr2O4 tetrahedra, and Cr3O4 tetrahedra. These
polyhedra are linked by corner sharing to form layers ex-
tending parallel to the bc plane, separated by Cs atoms
which occupy interlayer positions. The calculated lattice
parameters and atom positions for CsCr3O8 are found
to be in reasonable agreement with the available experi-
mental values [9], except that a shows nearly 5.5% devi-
ation between theory and experiment (see Table I). Note
that the CsCr3O8 structure arranges the Cr-O polyhe-
dral layers along the a direction. It is in this direction one
also finds the interlayer interactions that are governed by
the weaker van-der-Waals-type forces, which are not ac-
counted properly by the DFT calculations. This may be

the reason for overestimation of a and consequently for
the somewhat too large equilibrium volume (remember-
ing that GGA alone [10] is likely to overestimate volume
by 2-3%).

Among the considered structures for CuCr3O8,
our structural optimization shows that KCr3O8-type
(C2/m), LiCr3O8-II-type, and ZnV3O8-type (Iba2)
structures are present at the lower energy region in the to-
tal energy vs volume curve. On the other hand, the other
ACr3O8 compounds under consideration (A = In, Tl, Ag,
Au) have lower energies for KCr3O8-type, LiCr3O8-type,
and LiV3O8-type (P21/m) structures [see Fig. 2(b,c); for
the sake of clarity higher-energy structures are left out].
Hence the ACr3O8 compounds with A = In, Tl, Cu,
Ag, and Au stabilize in the KCr3O8-type structure like
the alkali-metal derivatives of the family [2–4, 11]. The
KCr3O8-type structure [Fig. 1(b)] consists of two types
of Cr atoms arranged in fairly regular octahedral and
tetrahedral environments of O neighbors. These polyhe-
dra form layers parallel to the a,b plane by corner shar-
ing and the A atoms in interlayer positions. The atomic
arrangement in CsCr3O8 (Pnma) is similar to that in
the KCr3O8-type structure, except that the orientation
of half of the tetrahedra of the former is different, and
every second layer is rotated by 180o compared with the
layers in the KCr3O8-type structure. There is a signifi-
cant distinction between the Cr-O distances in CrO6 oc-
tahedra and CrO4 tetrahedra in these structures, which
immediately points to a mixed-valence situation for Cr.

Optimized structural parameters for the ground state
of the ACr3O8 compounds are given in Table I. Except
for a rough linear relationship between the cell volume
and the ionic radius of A (Fig. 3) there appears to be no
clear cut overall trend in the structural parameters for the
ACr3O8 series as a whole (despite the fact that all mem-
bers except CsCr3O8 are formally isostructural). Among
the ACr3O8 compounds with A = In, Tl, Cu, Ag, and
Au, only AgCr3O8 and TlCr3O8 has been synthesized
and characterized by magnetic measurements (but struc-
tural determination has not been attempted). Thus, the
compounds with A = In, Cu, and Au hitherto remain
hypothetical.

B. Magnetic properties

Cooperative magnetism with P, F, and AF configura-
tions was taken into account in the structural optimiza-
tion calculations. As seen from Fig. 2 all the studied com-
pounds stabilize in the AF state. According to the mea-
sured [12] magnetic susceptibility data, AgCr3O8 orders
antiferromagnetically at low temperatures; magnetic mo-
ment derived from the Curie-Weiss relationship gives μP

= 3.95± 0.03μB f.u.−1 Calculated magnetic moments for
the studied compounds in their ground-state structures
are listed in Table 2. It is evident that the octahedral Cr1
site carries an appreciable magnetic moment whereas the
tetrahedral Cr2 site (as well as Cr3 for CsCr3O8) has an
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FIG. 2: Calculated cell volume vs total energy for ACr3O8 with (a) A = Cs, (b) A = In and Tl, and (c) A = Cu, Ag, and Au.
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almost negligible magnetic moment (more significant but
still small at the Cr2 and Cr3 sites in CsCr3O8).

InCr3O8 represents a special case in that the magnetic
moment on Cr2 in the F state is appreciable (1.06μB)
whereas it follows the trend for the rest of the series for
the AF state (which is 0.20 eV lower in energy than the
F state). The d electrons in InCr3O8 may, e.g., be said
to participate more in magnetism than in bonding inter-
action as indicated by the larger Cr2-O bond length in
InCr3O8 (1.68 Å) than that in the other compounds (e.g.,
1.63 Å in TlCr3O8), whereas Cr1-O distance (1.91 Å) is
almost equal (1.92 Å in TlCr3O8). A general feature for
the entire ACr3O8 family is that the oxygen atoms also
possess small magnetic moments which originate from Cr
d and O p hybridization, and this results in somewhat
higher total moment values for the F cases than the sum
of the Cr moments. The different size of the Cr magnetic
moments is a clear indication of different valence states.
However, our prior experiences [2–4] show that assign-
ment of formal valence states for Cr from their magnetic
moments is not straightforward.

C. Electronic structure

All ACr3O8 compounds (except InCr3O8), exhibit in-
sulating behavior at 0K with small, but distinct band
gaps (Eg) between the valence band (VB) and conduc-
tion band (CB). The Eg values for the compounds under
consideration are included in the Table 2. InCr3O8 has a
pseudogap-like feature at the Fermi level (EF ). The pres-
ence of pseudogap-like features in DOS is considered as
favorable for stability, but this indicator can not be taken
in support of a probable materialization of such a com-
pound. In fact, compounds with monovalent In are rela-
tively uncommon (for instance, only 114 compounds with
monovalent In are reported in the ICSD database [13]
compared to 1072 compounds with In in the trivalent
state) and a standard ionic radius for In+ is not available.
In order to get insight into the occurrence of the higher
magnetic moment at the Cr2 site in InCr3O8 than the
other ACr3O8 compounds we have examined the total
and site-projected DOS for this phase (not shown). In-
terestingly, this exercise showed a half-metallic behavior
with filled band in the majority-spin channel and a 2.6 eV
energy gap in the minority-spin channel. The exchange-
splitting energy for Cr1 is around 1.5 eV whereas that for
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TABLE I: Optimized ground-state structural parameters and bulk modulus (B0) for ACr3O8 (A = Cs, In, Tl, Cu, Ag, and Au)
at 0K. Except CsCr3O8 (space group Pnma) these compounds stabilize in KCr3O8-type structure; space group C2/m with A
in 2a (0 0 0) and Cr1 in 2c (0 0 1/2) positions.

Compound Unit cell (Å or o) Positional parameters B0 (GPa)
CsCr3O8 a = 16.8322 (15.9570)a Cs (4c): 0.2301, 1/4, 0.0150 (0.2137, 1/4, 0.0064) 18.96

b = 5.5226 (5.5050) Cr1 (4c): 0.4608, 1/4, 0.2575 (0.4524, 1/4, 0.2407)
c = 8.5903 (8.264) Cr2 (4c): 0.6046, 1/4, 0.9516 (0.6104, 1/4, 0.9581)

Cr3 (4c): 0.9198, 1/4, 0.8714 (0.9205, 1/4, 0.8627)
O1 (4c): 0.8340, 1/4, 0.7831 (0.8370, 1/4, 0.7619)
O2 (4c): 0.1799, 1/4, 0.4294 (0.1822, 1/4, 0.4101)
O3 (4c): 0.0185, 1/4, 0.4515 (0.0110, 1/4, 0.4699)
O4 (4c): 0.3996, 1/4, 0.4345 (0.3842, 1/4, 0.4459)
O5 (8d): 0.3884, 0.9979, 0.1619 (0.3766, 0.9887, 0.1570)
O6 (8d): 0.0294, 0.0006, 0.1759 (0.0242, 0.0009, 0.1743)

InCr3O8 a = 8.4711 Cr2 (4i): 0.3576, 0, 0.2641 83.32
b = 5.6404 O1 (4i): 0.7771, 0, 0.5478
c = 6.5323 O2 (4i): 0.7428, 0, 0.9571
β = 90.04 O3 (8j): 0.9721, 0.7614, 0.2741

TlCr3O8 a = 8.9606 Cr2 (4i): 0.3604, 0, 0.2942 27.91
b = 5.5066 O1 (4i): 0.7918, 0, 0.5729
c = 7.7331 O2 (4i): 0.6834, 0, 0.9082
β = 92.84 O3 (8j): 0.9630, 0.7541, 0.3271

CuCr3O8 a = 8.3412 Cr2 (4i): 0.3462, 0, 0.2707 20.17
b = 5.5182 O1 (4i): 0.7727, 0, 0.5360
c = 6.5480 O2 (4i): 0.7708, 0, 0.9434
β = 94.32 O3 (8j): 0.9631, 0.7577, 0.2797

AgCr3O8 a = 8.6410 Cr2 (4i): 0.3444, 0, 0.2848 23.34
b = 5.5211 O1 (4i): 0.7840, 0, 0.5525
c = 7.1954 O2 (4i): 0.7473, 0, 0.9219
β = 93.80 O3 (8j): 0.9566, 0.7553, 0.3064

AuCr3O8 a = 8.7686 Cr2 (4i): 0.3412, 0, 0.2796 68.04
b = 5.4699 O1 (4i): 0.7860, 0, 0.5484
c = 7.0013 O2 (4i): 0.7577, 0, 0.9254
β = 91.50 O2 (8j): 0.9543, 0.7551, 0.3006

aExperimental value from Ref. [9].
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FIG. 4: Total and site-projected density of states for CsCr3O8 (prototype) and CuCr3O8 (KCr3O8 type). The Fermi level (EF)
is indicated by vertical dashed line.
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TABLE II: Calculated magnetic moment (in μB per Cr atom)
for ACr3O8 in F and AF states. Total refers to the total
magnetic moment per formula unit. Band gap (Eg) is given
in units of eV.

F AF Eg

Compound Cr1 Cr2 Total Cr1 Cr2
CsCr3O8

a 2.488 0.231 2.866 2.481 0.233 0.61
CuCr3O8 2.608 0.231 2.888 2.533 0.018 0.41
AgCr3O8 2.518 0.249 2.879 2.476 0.000 0.58
AuCr3O8 2.422 0.226 2.854 2.476 0.011 0.45
InCr3O8 2.750 1.063 4.776 2.579 0.673 psuedogap
TlCr3O8 2.495 0.212 2.868 2.422 0.016 0.53

aMoment at Cr3 is 0.208 and 0.212 in F and AF states, respec-
tively.

Cr2 is 0.8 eV. It is the latter distinct exchange splitting
which is responsible for the sizeable magnetic moment at
the Cr2 site. Hence, provided InCr3O8 can be obtained
its properties appear to deserve a closer attention.

Fig. 4 shows the total and site-projected DOS profiles
for CsCr3O8 together with CuCr3O8 as representative
for the ACr3O8 compounds with KCr3O8-type structure.
The well-localized states around −7 eV in Fig. 4(a) origi-
nate from Cs p orbitals. Cr d and O p states are present
from −6 eV up to EF. It is interesting to note that all the
Cr atoms have well-defined sharp peaks in DOS around
−6 eV and that the O atoms also have similar features in
the same energy region. This implies covalent hybridiza-
tion interaction between them. The states closer to EF

(from −0.9 eV to EF) in Cr1 originate from unpaired elec-
trons in t2g-like orbitals which are responsible for the
substantial magnetic moment. On the other hand, the
majority- and minority-spin channels of Cr2 and Cr3 are
more or less equally filled, resulting in the small magnetic
moments.

According to our calculations CuCr3O8 should be a
semiconductor with a 0.41 eV band gap. The prominent
states for Cu close to EF is associated with completely
filled d states. The almost empty s and p bands indicate
that Cu has donated its valence electron to the oxygen
atoms. The two types of Cr atoms have topologically
different DOS profiles. The overall features are simi-
lar to the findings for the alkali-metal members of the
ACr3O8 [2, 3] family. Cr1 has sharp peaks close to EF

(from −1.5 to EF) with more states in the majority-spin
channel than in the minority-spin channel. On the other
hand, both the majority- and minority-spin channels of
Cr2 for CuCr3O8 are almost equally filled, resulting in
negligible exchange splitting and hence in a negligible
magnetic moment. From this observation we conclude
that small magnetic moment at the Cr2 site is not due
to small amount of electrons at the Cr2 state (6+ valence
state has been expected by experimentalists). Moreover,
the states at the Cr2 site are more localized than those
at the Cr1 site [see the −6 to −2 eV range in Fig. 4(b)].
If Cr2 had been in the Cr6+ (d0) state, its d band should
have been empty. However, the appreciable DOS seen in

the VB of Cr2 demonstrates that the valence state of Cr2
is certainly not Cr6+ as expected experimentally. Simi-
lar to the findings for the other ACr3O8 compounds with
KCr3O8-type structure, the O atoms exhibit somewhat
different DOS profiles, even though they are energetically
degenerate with themselves and with the Cr atoms. The
result is distinct covalent hybridization.

D. Bonding characteristics

In spite of the fact that the CsCr3O8 structure pos-
sesses 48 atoms in the unit cell which certainly obscures
the clarity of the picture, we have attempted to elucidate
its bonding characteristics using charge-density and ELF
plots. (see Refs. [2–4, 14, 15] for background informa-
tion and utilization of these tools for other members of
the ACr3O8 family). It is seen from Fig. 5(a) that the
covalent interaction between Cr2 and O is stronger than
that between Cr1 and O. The ionic nature of Cs at the
inter-layer position is clearly evident from the more or
less spherically distributed charge around Cs. The ELF
is negligible at the Cr sites whereas it attains local max-
imum values at the O sites; another manifestation of co-
valent interaction. The bonding situation in CsCr3O8 is
similar to that seen for other members of ACr3O8 family
in the sense that chromium and oxygen atoms form iono-
covalent-bonded subunits whereas Cs has distinct ionic
character. This may be one of the reasons for character-
istic magnetic features observed in these compounds.

IV. CONCLUSION

The prediction of ground-state crystal structures for
the ACr3O8 series have been extended to A = In, Tl,
Cu, Ag, and Au considering several potential struc-
ture types. The calculated ground-state structure for
CsCr3O8 (space group Pnma) is found to be in good
agreement with experimental data. Except NaCr3O8

all members of the ACr3O8 family exhibit antiferromag-
netic ordering as the ground-state configurations and
the electronic structures show that all compounds (ex-
cept InCr3O8) are insulators at 0 K; a pseudogap-like
feature is established for InCr3O8. Different magnetic
moments and DOS profiles for the Cr atoms clearly
confirm mixed-valence situations. Bonding analysis
undertaken using density-of-states, charge-density and
electron-localization plots indicate ionic behavior for the
A atoms whereas the Cr and O atoms mutually experi-
ence largely covalent interaction, however, with different
degree of covalence for Cr1 and Cr2.
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First-principles density-functional calculations on HCr3O8: An exercise to better
understand the ACr3O8 (A = alkali metal) family

R. Vidya∗, P. Ravindran, A. Kjekshus and H. Fjellv̊ag
Department of Chemistry, University of Oslo, Box 1033 Blindern, N-0315 Oslo, Norway

Accurate ab initio density-functional calculations are performed to understand structural stability,
electronic structure, and magnetic properties of the ACr3O8 (A = H, Li, Na, K, Rb, Cs) series. The
ground-state structures for the compounds with A = Li−Rb take the same KCr3O8-type atomic
arrangement (space group C2/m) whereas CsCr3O8 adopts a modified atomic architecture (pro-
totype; space group Pnma), in agreement with available experimental findings. The hypothetical
compound HCr3O8 is found to stabilize in an LiV3O8-type structure (space group P21/m), with an
unexpectedly large equilibrium volume. The electronic structures of these compounds are analyzed
using density-of-states, charge-density, and electron-localization-function plots, and all are found to
exhibit semiconducting (insulating at 0 K) properties with very narrow band gaps. The Cr atoms
occur in two different valence states and all compounds (except NaCr3O8) are found to exhibit
antiferromagnetic ordering of the magnetic moments at 0K.

Keywords: Density-functional calculations, Mixed
valence, Semiconductivity, Magnetic properties

Introduction

Owing to exotic phenomena like colossal magne-
toresistance (CMR) and spin, charge, and orbital
ordering [1], oxides comprising transition-metal atoms
in mixed-valence states attract much attention. Mixed-
valence compounds with Mn, Co, and Cu are widely
studied, whereas compounds with, say, Cr and Ni are
less explored. In an effort to understand better the
mixed-valence Cr compounds, we have studied structural
stability, electronic structure, and magnetic properties
within the series ACr3O8 (A = H, Li, Na, K, Rb, and
Cs) where Cr formally exists in two different valence
states. The study has been undertaken using accurate
density-functional-theory (DFT) calculations. In an
earlier contribution [2] we have reported on electronic,
magnetic, and bonding characteristics of ACr3O8 with A
= Na, K, and Rb and more recently [3] we have explored
the ground-state structures of Cr3O8 and LiCr3O8

which are of considerable interest in relation to cathode
material for rechargeable Li-ion batteries. In the present
work we consider overall trends in structural behavior,
electronic structure, and magnetic properties for these
compounds, with some special attention on the highly
hypothetical HCr3O8.

Computational details

The results presented here are based on DFT calcula-
tions according to the projected-augmented plane-wave
(PAW) [4] method as implemented in the VASP (Vienna
ab initio simulation package) [5]. In this approach the
valence orbitals are expanded as plane waves and the
interactions between the core and valence electrons are
described by pseudopotentials. In order to determine the
ground-state structures for the ACr3O8 compounds, we

have performed structural optimizations. We considered
the experimentally established structures as the first
choice for guess structures where such information is
available. To broaden the structural platform for the
series, and for compounds without explicit experimental
structure data in particular, a considerable number of
seemingly relevant structural arrangements were consid-
ered as test structures. The optimization of the atomic
geometry is performed via a conjugate-gradient mini-
mization of the total energy, using Hellmann−Feynman
forces on the atoms and stresses in the unit cell. During
the simulations, atomic coordinates and axial ratios are
allowed to relax for different volumes of the unit cell.
These parameters are changed iteratively so that the
total energy converges to a minimum value. Convergence
minimum is assumed to have been attained when the
energy difference between two successive iterations is less
than 10−7 eV per cell and the forces acting on the atoms
are less than 1meV Å−1. The structure with the lowest
total energy is taken as the ground-state structure. The
generalized-gradient approximation (GGA) [6] is used
to obtain the accurate exchange and correlation energy
for a particular atomic configuration. The calculations
are carried out using 64 k points in the irreducible
Brillouin zone. We have used same energy cutoff and
k-point density in all calculations. All calculations are
performed for paramagnetic (P), ferromagnetic (F), and
antiferromagnetic (AF) configurations.

Results and discussion

Structural optimization

For LiCr3O8, a relatively old single-crystal x-ray
diffraction study [7, 8] concluded with an orthorhombic
(space group Cmcm) structure with random distribution
of Li and one third of the Cr atoms over one and the
same crystallographic site. In order to partially mimic
such a disorder computationally, we constructed a super-
cell with an ordered arrangement of the Li and Cr atoms
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concerned. The complete random distribution of these Li
and Cr atoms had to be abolished because our programs
do not allow random distribution of different atoms
at one site. Hence our optimizations had to end with
a more regular arrangement of Li and Cr atoms than
postulated by Wilhelmi [7] (the energy gain between the
input and resulting relaxed structure exceeding 1.3 eV
f.u.−1). The resulting structure [designated LiCr3O8-II;
the same space group (C2/m) as for LiCr3O8-I, but a
somewhat different atomic arrangement] has the lowest
energy compared to other structure types considered [3].
The LiCr3O8-I atomic arrangement, which is isostruc-
tural with that of succeeding members of the ACr3O8

series is, in fact, found to be slightly higher in energy
than LiCr3O8-II. The ACr3O8 compounds with A =
Na, K, and Rb are found to stabilize in the experi-
mentally determined [9] KCr3O8-type structure [space
group C2/m; A(Cr1)(Cr2)2O8] which comprises two
types of Cr atoms arranged in fairly regular octahedral
and tetrahedral environments of O neighbors. There
are three crystallographically different O atoms. The
octahedra and tetrahedra are arranged in layers parallel
to the a,b plane by corner sharing. The layers are held
together by alkali-metal ions.

According to our calculations, CsCr3O8 is found to sta-
bilize in the prototype structure with Pnma symmetry
in agreement with the experimental findings [10]. The
atomic arrangement is similar to the KCr3O8-type fore-
runners in the ACr3O8 series with layers of CrO6 octahe-
dra and CrO4 tetrahedra joined at corners. However, the
orientation of half of the tetrahedra is different, and ev-
ery second layer is rotated 180o compared with the layers
in the KCr3O8-type structure.

The ACr3O8 structures exhibit a significant difference
between the Cr−O distances in the CrO6 octahedra and
CrO4 tetrahedra which immediately points at a mixed-
valence situation for the Cr atoms, conventionally inter-
preted as the ionic valence states Cr3+ and Cr6+, respec-
tively. Rigid-band considerations and preliminary elec-
tronic structure studies on ACr3O8 (A = Li−Cs) suggest
insulating behavior for all members. In order to further
elucidate the rigid-band deductions we also included the
highly hypothetical compound HCr3O8 in the considera-
tions.

Among the twelve different structural arrangements
considered in the structural optimization for HCr3O8, the
KCr3O8, LiCr3O8-II, and LiV3O8 (P21/m) types came
out with the lower total energies. Among the tested alter-
natives, inputs according to the types NaNb3O8 (Ibam)
and LiTa3O8 (Pmma) came out with the highest total
energies; these and variants which fall in the intermediate
energy range are not included in Fig. 2. The illustration
shows that the LiV3O8-type structure has the lowest to-
tal energy (∼1.62 eV f.u.−1 lower than the KCr3O8-type
variant), however, with a much larger equilibrium volume
(191.91 vs 133.68 Å3 f.u.−1). Possible reasons for such an
unexpected large cell volume will be discussed later. Al-
though an HI3O8-type arrangement could have been a

FIG. 1: (Color online) The optimized crystal structure of
HCr3O8 in LiV3O8-type atomic arrangment. Crystallograph-
ically different Cr atoms are labeled on the illustration.
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FIG. 2: Calculated cell volume vs total energy for HCr3O8.
Structure type inputs are specified in the illustration. Arrow
points at total energy minimum.

more likely structural arrangement for HCr3O8 from a
chemical point of view, our calculations show that this
variant comes out with about 6.42 eV higher total energy
than the LiV3O8-type structure.

Optimized structural parameters for HCr3O8 are given
in Table. 1. The structure comprises three types of Cr
atoms and eight types of O atoms. The three types of
Cr atoms exhibit different Cr−O interatomic distances
in configurations which are of the trigonal bipyramidal
form. The polyhedra around Cr1 share edges whereas
those around Cr2 and Cr3 share corners along the a direc-
tion. These polyhedra form Cr−O molecular-like units
with H in intermediate positions.

The calculated equilibrium volume for ACr3O8

(A=Li−Cs) increases roughly linearly with the radius
of A. The equilibrium structural parameters vary some
2−4% from the available experimental values, in the
range of accuracy of the GGA (which overestimate vol-
ume by around 3 % [11]). The calculated equilibrium
volumes for the alkali-metal members of the ACr3O8 se-
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TABLE I: Optimized ground-state structure parameters for
HCr3O8 in LiV3O8-type structure space group P21/m; all
atoms are in position 2e where y = 1/4.

Unit cell Atom x z

a = 13.8287 Å H 0.3022 0.8413
b = 3.8235 Å Cr1 0.4741 0.6529
c = 6.9332 Å Cr2 0.9148 0.7468
β = 100.37o Cr3 0.1398 0.9714
V = 191.91 Å3 O1 0.5168 0.4120

O2 0.0951 0.2021
O3 0.3591 0.6840
O4 0.8486 0.5341
O5 0.5492 0.8566
O6 0.0458 0.7660
O7 0.2612 0.9551
O8 0.8665 0.9760

ries are even in this perspective too large compared with
the experimental volumes. This may originate from the
somewhat open and layered nature of the structural ar-
rangements where interlayer interactions are more gov-
erned by van der Waals forces which are unfortunately
not accounted properly in DFT calculations of today.

The equilibrium volumes for HCr3O8 in the LiCr3O8-
II- and KCr3O8-type structural arrangements fit
reasonably well into the approximate linear relation
between ionic radius and cell volume for the ACr3O8

compounds with alkali-metal cations (Fig. 3). However,
the total energy for these variants is much higher than
that for the ground-state LiV3O8-type structure (see
Fig. 2). On the other hand, the cell volume for the
ground-state atomic arrangement is so high that it is
not really comparable with the findings for the other
compounds at all. A likely inference of these findings is
that a compound like HCr3O8 would be so acidic that it
should not possible to stabilize it as a salt-like structure.
Another fact which must be taken into account is that
the structure prescribed for our hypothetical HCr3O8

(Fig. 1) consists of molecular-like Cr-to-O strongly
covalent-bonded subunits. Hence, when the hydrogen
and their chromium-oxygen counterparts atoms are
allowed to relax, they may arrange themselves relatively
freely in an “abundance” of space. It should also be
mentioned that experimental studies [12] on Li interca-
lation in Cr3O8 have shown that when the concentration
of Li is increased, the intercalated “LiCr3O8” framework
gradually becomes amorphous. The unexpected large
equilibrium volume observed for HCr3O8 with LiV3O8-
type structure may be an omen indicating that “such a
compound” really prefers the amorphous state.

Magnetic properties

The structural optimizations performed for P, F,
and AF configurations show that all compounds stabilize
in the AF state, except NaCr3O8. The calculated
AF ground state for KCr3O8 is in agreement with
the magnetic susceptibility data [13, 14] which shows
AF ordering below a Néel temperature of 125 ± 4 K.

TABLE II: Calculated magnetic moment (in μB per Cr atom)
for ACr3O8 compounds in F and AF states. Total refers to
the total magnetic moment per formula unit.

F AF
Compound Cr1 Cr2 Total Cr1 Cr2
HCr3O8

a 0.390 1.394 2.878 0.348 1.448
HCr3O8

b 2.566 0.207 2.857 2.507 0.004
LiCr3O8 2.600 0.222 2.886 2.578 0.032
NaCr3O8 2.451 0.241 2.868 2.391 0.013
KCr3O8 2.449 0.228 2.859 2.330 0.016
RbCr3O8 2.453 0.224 2.857 2.336 0.003
CsCr3O8 2.478 0.238 2.867 2.479 0.237

aLiV3O8-type structure; Cr3 moment 1.521 and 1.282 μB in F
and AF states, respectively.
bKCr3O8-type structure.

Magnetic property data are not available for the other
compounds.

The magnetic moment values listed for HCr3O8 in
Table 2 refer both to the LiV3O8-type ground-state
structure and the excited-state KCr3O8-type arrange-
ment, the latter to facilitate comparison with the
ACr3O8 compounds of the alkali metals. Owing to Cr-d
and O-p hybridization, the oxygen atoms also possess
small magnetic moments, resulting in somewhat higher
total moments than the sum of the Cr moments in the
F case. The different magnetic moments immediately
support different valence states for the Cr atoms in
these compounds, and at first sight the findings appear
to confirm the formal electron counting picture that
Cr1 corresponds to Cr3+ (d3) and Cr2 to Cr6+ (d0).
However, a closer investigation of the bonding situation
reveals that the assignment of formal valence states to
Cr in these compounds is non-trivial.

Electronic structure

The compounds under consideration are all semi-
conductors (insulators at 0 K) with very small band gaps
(Eg ranging from 0.12 to 0.63 eV). The hypothetical
HCr3O8 would exhibit the smallest Eg = 0.12 eV,
in agreement with rigid-band considerations. As the
band structure of these compounds exhibit similar
features we only display the total and site-projected
DOS profiles for the ground-state structures of RbCr3O8

and HCr3O8 (Fig. 4). Fig. 4(a) shows that RbCr3O8

is a semiconductor with Eg = 0.33 eV. In common
with A for the other ACr3O8 compounds, the Rb
states are almost empty (visible only after appreciable
multiplication) emphasizing pronounced ionic character.
Cr and O states are energetically degenerate indicating
considerable covalent interaction between them.

The different valence states of Cr are also evident from
the differences in their DOS curves. The majority-spin
channel for Cr1 (Cr2 and Cr3 for HCr3O8) has more
occupied states than the corresponding minority-spin
channel demonstrating larger exchange splitting and
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FIG. 5: Calculated (a) charge-density and (b) electron-localization-function plots for the ground-state structure of HCr3O8.

hence a sizeable magnetic moment(s). Moreover, if Cr2
(Cr1 for HCr3O8) really had been in the Cr6+ (d0) state
it should have exhibited an empty d band. Instead, it
shows a considerable number of well-localized states
with more or less equal occupancy in both spin channels.
Hence for Cr2 (Cr1 for HCr3O8) it can be inferred that
its almost zero magnetic moment is not due to a genuine
Cr6+ (d0) state, but results from negligible exchange
splitting. All crystallographically different O atoms
have states in the same energy region, but they dis-
play significant topological differences in the DOS curves.

Bonding in HCr3O8

In order to gain understanding of the unusually
large equilibrium volume for the ground-state structure
of HCr3O8, we display charge-density (distribution of
charges in real space) and electron-localization-function
(ELF; see Refs. [15, 16]) plots in Fig. 5. A distinct
charge density at the H site indicates that it retains some
localized electronic charge which does not participate
in bonding interaction with the other constituents of
HCr3O8. On the other hand, large charges seen between
Cr1 and the surrounding O atoms as well as a substantial
ELF at O directed toward Cr1 imply strong covalent
interaction. The large value and spherical shape of the
ELF at H, lead one to believe that H remains more
or less aloof as Hδ+ (δ < 1) in the structure whereas
the chromium and oxygen atoms form distinct, largely
covalent-bonded subunits in a somewhat open structure.
The result appears to provide a reasonable explanation
of the unexpected much larger volume for LiV3O8-type
ground-state structure than for the KCr3O8- and Li3O8-
II-type variants of HCr3O8.

Conclusions

From accurate first-principles density-functional calcu-
lations, it is found that the hypothetical HCr3O8 com-
pound stabilizes in an LiV3O8-type atomic arrangement,

ACr3O8 with A = Li−Rb in KCr3O8-type frameworks,
and CsCr3O8 in an orthorhombic (prototype) structure.
The theoretically calculated ground-state structures
for NaCr3O8, KCr3O8, RbCr3O8, and CsCr3O8 are in
good agreement with available experimental results.
The Cr atoms in all these compounds occur in two
different valence states, one kind having large and the
other small or negligible exchange splittings. All these
compounds are found to be semiconductors with very
small band gaps. The somewhat aloof nature of H in
the ground-state structure of HCr3O8 and the formation
of Cr-to-O covalent-bonded subunits arise as possible
explanations for the large equilibrium volume.

From our calculation exercise on the hypothetical
HCr3O8 compound we have learnt the following: Al-
though “H+” is believed to be considerably smaller than
the alkali-metal ions, the volume of the ground-state
structure of HCr3O8 suggests that “H+” under equilib-
rium condition takes up an effective size comparable with
that of K+. However, in the excited-state KCr3O8- and
LiCr3O8-II-type structures the volume of “H+” appears
to be comparable with that of the vacancy in Cr3O8 with
a K-stripped-off KCr3O8-type structure. This stresses
the significance of the structural arrangement in this
kind of considerations. The LiV3O8-type ground-state
structure of HCr3O8 comprises distinct Cr-to-O largely
covalent-bonded subunits with “H+” at somewhat
aloof locations in the lattice whereas the KCr3O8-type
structure exhibits characteristic chromium-oxygen layers
with alkali-metal ions in between. This distinction
also manifests itself in the charge distribution. The
hydrogen atoms retains some electronic charge in
HCr3O8 whereas the valence electrons of the alkali-metal
constituents in ACr3O8 are scarcely visible in DOS and
charge-density plots, emphasizing a more significant
ionic contribution from the alkali-metal representatives
to the compound formation. The findings for HCr3O8

show that the magnetic features of the ACr3O8 series
originate largely from the Cr3O8 subunits and that the
A constituents have negligible impact on the magnetic
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properties. It is interesting to note that it is just
A = H and Cs (viz. “ the small and large cations”)
which do not manage to keep the KCr3O8-type structure.
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Chem. Int. Ed. Engl. 36, 1809 (1997).



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

X 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Tailor-Made Electronic and Magnetic Properties in One-Dimensional
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Full-potential density-functional calculations show that the electronic structure of one-dimensional
ferrimagnetic Ca3Co2O6 varies from metal to half metal to insulator as its magnetic ordering changes
from the ferrimagnetic through the ferromagnetic to the paramagnetic state. The present Letter is the
first to establish the occurrence of half metallicity in one-dimensional oxides. Moreover, the electronic
and magnetic properties of this material can be tuned by substitution of Y for Ca, as shown by our
detailed study on Ca3�xYxCo2O6 (x � 0, 0.3, 0.75, and 1). The Co ions are in two different valence states
[Co4� (low-spin) and Co2� (high-spin)], and hence the occurrence of charge ordering in addition to spin
ordering is established. For specific Y concentrations we predict a rarely seen combination of
ferromagnetic and insulating behavior.

DOI: 10.1103/PhysRevLett.91.186404 PACS numbers: 71.20.Ps, 75.50.Ee, 78.20.Ci

Inorganic structures with one-dimensional (1D) atomic
arrangements are in the limelight because of their unique
electronic and magnetic properties [1]. Investigations into
the nature of the magnetism in these materials have
proved particularly rewarding because of the combina-
tion of highly anisotropic structures and phenomena such
as ferromagnetism (F), antiferromagnetism (AF), and
more complex magnetic behavior [2]. Low-dimensional
materials are currently in the focus because of their
technological significance. For example, magnetoresis-
tance effects have been evidenced in layered Bi-based
cobaltites [3,4] and a high figure of merit for the con-
version of thermoelectric energy is found [5] in the two-
dimensional Ca3Co4O9.

A large number of oxides have been synthesized with
1D structures [6]. However, most of their physical proper-
ties and the theoretical interpretations about them remain
largely unexplored because of their complex crystal and
magnetic structures. The present exploration based on
density-functional full-potential calculations is expected
to open up new avenues where new materials of funda-
mental and technological significance can be found. In
this Letter we report the first ab initio results on elec-
tronic structure and magnetic properties of pure and
Y-substituted 1D Ca3Co2O6. We show that Ca3Co2O6
transforms into a half-metallic ferromagnet by applica-
tion of magnetic fields as well as by substituting Y for Ca.
When the concentration of Y increases, the system prefers
to be an F insulator.
Ca3Co2O6 belongs to the A0

3ABO6 class (A0 � Ca; Sr,
A � Co;Ni;Cu;Zn, B � Co; Ir; Pt) with Sr3NiIrO6-type
structure [7]. The structure consists of parallel Co-O
chains separated by Ca2� ions. The chains are built by

alternating face-sharing CoO6 octahedra and trigonal
prisms along the hexagonal c axis. The resulting short
metal-metal intrachain distance (2:59 �A) [compared to
the interchain distance (5:24 �A)] reinforces the 1D char-
acter of the structure along the c axis. Each Co chain is
surrounded by six chains constituting a hexagonal pattern
in the basal plane. Ca3Co2O6 behaves as a planar Ising-
like Heisenberg AF triangular lattice where each chain
acts as if it carries a single localized spin. Magnetic
studies show F-type intrachain ordering (TC1 � 24 K)
with AF-interchain coupling (TC2 � 10 K) [8]. For every
two F-aligned Co chains, there is one AF-aligned chain
giving a resultant ferrimagnetic (Ferri) structure. A low-
temperature neutron-diffraction examination [9] has
shown that Ca3Co2O6 possesses a long-range Ferri order
below 10 K.

The different possible oxidation states of cobalt in
cobalt oxides together with its various spin configu-
rations such as low spin (LS), intermediate spin, and
high spin (HS) are responsible for various phenomena
such as temperature-/hole-doping-induced spin-state
transitions in LaCoO3 [10], giant magnetoresistance
in La1�xSrxCoO3, and insulator-to-metal transition as
well as magnetoresistance properties in LnBaCo2O5:5
[11]. Although the magnetic properties of Ca3Co2O6
have been clarified to some extent [8,9], the exact elec-
tronic state of the Co ions remains controversial.
Kageyama et al. [12] proposed Co3� for both Co1 and
Co2 with Co1 being nonmagnetic and Co2 carrying an
effective moment of 1�B. The three models proposed
for the Co-spin states by Aasland et al. [8] do not com-
pletely fit the observed magnetic moments and high-field
magnetization data. In this Letter we attempt to settle the
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controversy over the valence and spin state of the Co ions
in Ca3Co2O6.
Ca3Co2O6 is described in the space group R3c with a �

9:079 and c � 10:381 �A [7]. For the paramagnetic (P)
and F calculations, we have considered the rhombohedral
unit cell (consisting of 22 atoms). For the Ferri case we
have taken into account a hexagonal supercell (consisting
of 66 atoms) as shown in Fig. 1. Structural parameters for
Ca3�xYxCo2O6 are taken from low-temperature neutron-
diffraction data [13], but for Ca2YCo2O6, we obtained the
structural parameters [14] by force and stress minimiza-
tion in the F state using the projected augmented wave
implementation of the Vienna ab initio simulation
package (VASP) [15] as experimental data are hitherto
not available. The virtual crystal approximation (VCA)
has been applied for calculating the total energies for
Y-substituted Ca3Co2O6 systems. VCA has been quite
successful in explaining magnetic properties of cobaltates
[16]; hence its use in the present study seems justified.
However, for Ca2YCo2O6 we considered an explicit
supercell with periodic replacement of Ca by Y.

The full-potential linear muffin-tin orbital (LMTO)
calculations [17] presented in this Letter are all electron,
and no shape approximation to the charge density or
potential has been used. The basis set is comprised of
augmented linear muffin-tin orbitals [18]. The spherical-
harmonic expansion of the charge density, potential, and
basis functions were carried out up to ‘ � 6. The calcu-
lations are based on the generalized-gradient-corrected
(GGA) density-functional theory (DFT) as proposed by
Perdew et al. [19]. The spin-orbit coupling term is in-
cluded directly in the Hamiltonian matrix elements for
the part inside the muffin-tin spheres; hence for spin-
polarized cases the size of the secular matrix is doubled.
The basis set included Ca 4s, 4p, 3d; Co 4s, 4p, 3d; O 2s,
2p, 3d; and Y 4p, 4d, 5s states. For the total-energy study
the k-space integration is done using the special point
method with 90 k points in the irreducible part of the first

Brillouin zone. As the experimental [8] magnetization
studies on Ca3Co2O6 show that the easy magnetization
axis is along c, we have chosen [001] as the magnetiza-
tion axis for all our spin-polarized calculations. The
density of states (DOS) was calculated using the linear
tetrahedron technique. Since the effect of strong electron-
electron interactions for transition-metal oxides have
been discussed in the past, we have also used the
LDA�U method (LDA is local-density approximation).
The inclusion of the Coulomb correlation effect through
the LDA�U method does not improve the results indi-
cating that the usual DFT calculations are sufficient to
describe the properties of these materials. Because of
space limitation we have not included the results of the
LDA�U calculations.

We list the calculated total energy for undoped and
electron-doped samples in Table I. Ca3Co2O6 stabilizes
in the Ferri state in perfect agreement with experi-
mental findings [8,9]. The F state in which all Co mo-
ments are aligned parallel with respect to each other is
114 meV higher in energy than the Ferri state. According
to experimental magnetization measurements the mag-
netic field required for the Ferri-to-F transition is 2.2 T.
The exchange splitting increases the band energy (com-
ponent of total energy) and helps to stabilize the Ferri
phase. The gain in band energy is 514 meV=f:u: for the
Ferri case compared with the P state. When we include
other contributions to the total energy, the Ferri phase is
673 meV=f:u: lower in energy than the P phase. Hence the
P phase represents an energetically unfavorable configu-
ration even though it is found to be insulating. From
Table I it is clear that when electrons are doped into the
system, the F state is stabilized.

A finite DOS (Fig. 2) is present at the Fermi level (EF)
in both spin channels in the Ferri phase implying a
metallic character. This finding is consistent with the
experimental conductivity study [11]. Our partial DOS
analysis shows that the states in the vicinity of EF are
mainly contributed by Co d states. With Ferri ordering
these d states are considerably delocalized, so electrons
are transferred within and between the chains resulting in
metallic behavior.

The second panel of Fig. 2 shows the total DOS of
Ca3Co2O6 in the F state. A finite DOS is present in the
up-spin channel at EF, whereas an energy gap of
0.09 eV opens up in the down-spin channel, resulting in

FIG. 1 (color online). Left: crystal structure of one-
dimensional Ca3Co2O6. Right: schematic representation of
ferrimagnetic ordering in hexagonal Ca3Co2O6, consisting of
66 atoms per unit cell; only Co ions are shown. (Note that the
Ferri arrangement involves two F and one AF aligned chains.)

TABLE I. Total energy (relative to the lowest energy state in
meV=f:u:) in Ca3�xYxCo2O6 for the P, F, and Ferri phases using
FLMTO including GGA and spin-orbit coupling.

Composition P F Ferri

Ca3Co2O6 673 114 0
Ca2:7Y0:3Co2O6 693 0 224
Ca2:25Y0:75Co2O6 1027 0 481
Ca2YCo2O6 753 0 352
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half-metallic character. Half-metallic ferromagnetic
(HMF) oxides attract much attention due to their poten-
tial applications in magnetoelectronic [20] and magneto-
optical recording devices. The present Letter is, to the best
of our knowledge, the first to point out the occurrence of
HMF behavior in 1D oxides. The strong covalent bonding
between Co and O apart from the exchange splitting
contributes to the half-metallic (HM) nature. When the
long-range magnetic ordering disappears (viz. in the P
state), an energy gap opens up in both spin channels with
a magnitude of 0.3 eV resulting in an insulator. The DOS
analysis shows that relatively many nonbonding 3d elec-
trons from Co exist just below EF in the P case, reducing
its stability over Ferri and F cases.

Table I shows that the Ferri-to-F transition can be
achieved by electron doping (substituting Y for Ca) in
addition to the application of magnetic field. However, it
is to be noted that a spin-glass behavior or noncollinear
magnetism has not been considered in our calculations,
though triangular lattice formation is often found to in-
duce such complicated magnetic states.

The total DOS of Y-substituted Ca3Co2O6 in the F
ground state is shown in Fig. 3. Ca2:7Y0:3Co2O6 and
Ca2:25Y0:75Co2O6 are found to exhibit HM properties
with an energy gap in the down-spin channel of 0.156
and 0.375 eV, respectively. If the down-spin channel has
not been perturbed by the added electrons, the total
magnetic moment is expected to increase. But in contrast,
additional states appear around �2 eV in the down-spin

channel of Y-substituted Ca3Co2O6 (see Fig. 3), and hence
the magnetic moments decrease. As the electrons become
more localized, the HMF situation occurs. A rigid-band
analysis shows that if we replace one Ca atom by one
Yper formula unit, an insulating material with F ordering
should be realized — a combination of material proper-
ties that is rarely encountered. Hence we have performed
total-energy calculations for Ca2YCo2O6 also in P, F, and
Ferri configurations. From Table I it is seen that this
material indeed prefers F ordering and from Fig. 3 it is
clear that it shows an insulating electronic structure
with a band gap of 0.139 eV (0.467 eV according to our
LDA�U calculation), consistent with the rigid-band
analysis. Efforts are being made to synthesize this phase
[13] which may prove to be the first example of an F
insulator in this type of 1D oxide.

Let us now turn our attention to the valence and spin
states of Co. Different spin configurations for the crys-
tallographically different Co ions are expected [21] as a
consequence of the larger crystal field for octahedral
Co1 than for trigonal prismatic Co2. The calculated mag-
netic moments listed in Table II are found to be in very
good agreement with available low-temperature neutron-
diffraction and magnetization data. By taking into con-
sideration the magnetic moments at the Co sites, the
octahedral and trigonal prismatic crystal fields, and the
calculated site- and orbital-projected DOS features (not
shown), we conclude that Co1 is indeed Co4� in the LS
(d5; t52ge

0
g) state and Co2 is Co2� in the HS (d7; t52ge

2
g)

state. The charge density and electron localization
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function show weak metallic interaction between the
Co atoms and strong covalent interaction between Co
and O. Because of the latter feature, a finite moment
(around 0:1�B) is found at the O sites. Also, due to this
hybridization between Co and O the magnetic moments
at Co are smaller than the ideal spin-only values.

InCa2YCo2O6, the additional electron contributed byY
is expected (see the decreasing trend in magnetic moment
values in Table II) to go to Co1 and convert this ion into
LS, nonmagnetic Co3� (t62ge

0
g). However, the detailed

charge-density analysis shows that the extra electrons
mainly go into interstitial regions and are otherwise uni-
formly distributed on all constituents. It is indeed the
strong Co-O bonding interaction which is responsible
for the almost vanishing magnetic moment at the Co1
site rather than a valence transition. As equal amounts of
Co ions are in two different valence and spin states with
localized 3d electrons, ladder-type charge and spin order-
ing must be present in these materials.

In conclusion, for the first time we have shown
the occurrence of HMF and insulating F behavior in
fairly complex one-dimensional oxides using accurate
density-functional full-potential methods. The metal-
lic Ferri state is found to be the ground state for
Ca3Co2O6 in accordance with experiments. Various pro-
posals have been made for spin states of Co such as
(i) Co1:LS Co3�; Co2: HS Co3�, (ii) Co1: LS Co4�;
Co2: HS Co2�, and (iii) Co1: LS Co2� and Co4�; Co2:
HS Co3�. By analyzing electronic structure with various
tools we conclude that Co1 corresponds to LS Co4� and
Co2 to HS Co2�. We have shown that tailor-made elec-
tronic and magnetic properties can be obtained in 1D
oxides by magnetic field or electron doping. We predict
a seldom observed combination of material properties,
namely, a ferromagnetic insulator. Because of the com-
plexity in the crystal and magnetic structures of the
considered phases, more studies may reveal new features.
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magnetic moment per formula unit.

F Ferri Experimental
Composition Co1 Co2 Total Co1 Co2 Total Co1 Co2 Total

Ca3Co2O6 0.179 2.638 3.639 0.169 2.632 1.209 0.08a 3.00a 1.3a

Ca2:7Y0:3Co2O6 0.171 2.614 3.521 0.161 2.607 1.172 0.15b 2.41b � � �

Ca2:25Y0:75Co2O6 0.124 2.488 3.216 0.116 2.485 1.070 � � � � � � � � �

Ca2YCo2O6 0.065 2.407 2.992 0.138 2.369 0.985 � � � � � � � � �

aLow-temperature neutron-diffraction data, Ref. [8]. bLow-temperature neutron-diffraction data, Ref. [13].
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Valence states and associated features of Co in quasi-one-dimensional Ca3Co2O6

R.Vidya,∗ P.Ravindran, H.Fjellv̊ag, and A.Kjekshus
Department of Chemistry, University of Oslo, Box 1033 Blindern, N-0315 Oslo, Norway

The valence state of the constituents of Ca3Co2O6 has been analyzed using accumulated charge
in atomic spheres and Bader regions as well as Born effective charges, and the results are compared
with the situation in CoO and LaCoO3 where Co takes a divalent and trivalent state, respectively.
Moreover, the role of the covalent contribution to the bonding between Co and O and the possible
metallic bonding between the Co atoms on the magnetic ordering and valence states has been
investigated with the help of orbital-projected DOS, charge density, charge transfer, and electron-
localization function. Born-effective-charge analyses show that the actual valence of the Co atoms are
much smaller than the often believed 3+ state and the valence characteristics are highly directional
dependent, in fact about three times more pronounced along the chains than perpendicular to the
chains.

PACS numbers: 71., 71.20.Ps, 75.50.Ee, 78.20.Ci

I. INTRODUCTION

Low-dimensional structures have long been acknowl-
edged to exhibit intriguing transport and magnetic prop-
erties. Recently, attention has been focused on quasi-
one-dimensional phases [1] with the general formula
A3T1T2O6 (A = Ca, Sr, Ba; T1,T2 = transition metal)
where transition-metal-oxygen polyhedra form well sep-
arated chains running parallel to the trigonal axis of the
crystal structure. In Ca3Co2O6, which is the target of
this study, each chain consists of alternating, face-sharing
CoO6 octahedra (Co1O6

o) and CoO6 trigonal prisms
(Co2O6

t). Typically, the ratio of the interchain to intra-
chain metal-metal distance is of the order of two giving
the structure its quasi-one-dimensional character. The
Ca atoms are located in the regions between the chains.
Within this class of oxides, Ca3Co2O6 is the only repre-
sentative in which T1 and T2 refer one and the same ele-
ment. Magnetic properties of Ca3Co2O6 have been clar-
ified to some extent, whereas aspects like valence states
are still open for considerable debate. The fact that there
are two different Co sites in the crystal structure makes
it difficult to fully penetrate the nature of the electronic
state of the individual Co atoms.

The possible valence states for Co are one, two, three,
and four associated with various spin states such as low-
spin (LS), intermediate-spin (IS) or high-spin (HS), and
different spin, charge, and orbital ordering with differ-
ent structural dimensionality. These are responsible for
various interesting phenomena such as the temperature-
induced spin-state transition in LaCoO3 [2], the colossal
magnetoresistance in La1−xSrxCoO3 [3], the insulator-
to-metal transition and magnetoresistance properties in
the oxygen-deficient perovskite phase LaBaCo2O5.5 [4],
and the high figure of merit for the conversion of
thermoelectric energy in the two-dimensional material

∗Electronic address: vidya.ravindran@kjemi.uio.no; URL: http:

//folk.uio.no/ravindrv

Ca3Co4O9 [5].

The crystal structure of Ca3Co2O6 is related to the
K4CdCl6-type structure [6] (space group R3̄c) and con-
sists of (Co2O6)∞ chains of alternating face sharing
Co1O6 octahedra and Co2O6 trigonal prisms along the
hexagonal c axis. Each (Co2O6)∞ chain is surrounded
by six corresponding chains forming a triangular net in
the ab plane. The adjacent Co2t atoms experience strong
ferromagnetic (F) coupling within the chains whereas the
interchain coupling is weakly antiferromagnetic (AF) [7–
11]. Thus, relevant magnetic properties of Ca3Co2O6 can
be described in terms of a planar Ising hexagonal lattice
in which the magnetic moment of each (Co2O6)∞ chain
can be rationalized with one accumulated spin.

We have earlier reported electronic structure calcula-
tions for Ca3Co2O6 in the ground-state ferrimagnetic
(Ferri) structure [12], and the calculated total mo-
ment was found to be in very good agreement with
low-temperature powder neutron diffraction [7] and the
magnetization measurements [13]. Even though sev-
eral theoretical studies [14–19] have been performed on
Ca3Co2O6, nobody (except our previous work [12]) has
attempted to base the study on the experimental ground-
state Ferri structure of this compound. This neglect is of
course explicable on the ground of the complex magnetic
structure which makes the electronic structure compu-
tations quite demanding. So, our previous report [12]
represents the only theoretical account for Ca3Co2O6 in
the correct ground state.

It is generally agreed that Ca will be in the 2+ state
and O in the 2− state in this class of compounds. Hence,
in order to make charge balance, Co1 and Co2 take
here either a pure ionic 3+ state (alternatively 2+ and
4+ states) or less than 3+ if the bonding with the O
neighbors takes a significant degree of covalent charac-
ter. On the basis of the T1-O/T2-O bond lengths in
Ca3Co2O6 [6] and corresponding phases [20, 21] it was
predicted that the Co2t has a much lower oxidation state
than Co1o because the Co-O bonds in the trigonal prisms
are longer than those in the octahedra. An implicit as-
sumption made during these deductions is that the T2-O
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bond length is not affected by the magnetic state and/or
covalent bonding interaction. The higher-lying d levels
for the T2O6 configuration has a stronger antibonding
character and more of these levels are occupied in a high-
moment (HM; note that we by purpose avoid the conven-
tional notation HS) state than in a low-moment (LM)
state. As a result the TO6 configuration should have
longer T -O bond lengths in a HM state than a LM state.

In our previous study [12] we concluded that Co1o and
Co2t in Ca3Co2O6 are in valence state four and two, re-
spectively. We will now elaborate on reasons behind this
inference. It is established that one can substitute Co
with four-valent species such as T = Mn, Ru, Rh, or Ir
up to (or near) the composition Ca3CoTO6 [22–25]. It
is also shown that it is possible to simultaneously substi-
tute both two- and four-valent species in this structural
framework [26–28]. These observations suggest that it is
chemically plausible to have Co ions with valence states
two and four in Ca3Co2O6.

In an octahedral (cubic) crystal field the Co-d levels
will split into triply degenerate t2g (dxy,dxz,dyz) and dou-
bly degenerate eg (dx2

−y2 ,dz2) levels. Owing to trigonal
distortion of the octahedral co-ordination, the t2g levels
further split into a non-degenerate 1a level and doubly
degenerate 1e levels. With Co in the 4+ oxidation state
there will be five d electrons to accommodate in these lev-
els. The spin moment according to a pure ionic descrip-
tion will then be 1, 3, and 5µB per Co for low-spin (LS;
t52ge

0
g), intermediate-spin (IS; t42ge

1
g), and high spin (HS;

t32ge
2
g) configuration, respectively. In practice, materials

often have covalent hybridization between the transition
metal and surrounding atoms, and this will reduce the
spin moment owing to the fact that some of the electrons
participate in bonding rather than in magnetism. So, one
mostly gets non-integer value for the spin moments at the
transition metal sites and also small induced moments at
the sites of the surrounding atoms.

A powder neutron diffraction study [7] of Ca3Co2O6

shows that, in the ordered magnetic state, the magnetic
moment at the Co1o site is 0.08± 0.04µB . The calcu-
lated spin moment for the Co1o site obtained from accu-
rate density-functional calculation is 0.169µB [12] (note
that calculated magnetic moments generally are smaller
than those obtained by magnetization measurements).
With Co in a 3+,LS state (t62ge

0
g) one expects zero spin

moment at the Co1o site. However, the t2g states should
have been completely filled and the eg states completely
empty; features not seen in any of the reported orbital-
projected density-of-states (DOS) data [14, 19]. We laid
decisive weight on the DOS evidences and concluded [12]
that Co1o is in a 4+,LS state. The too small value for
the spin moment compared with the ionic picture was at-
tributed to the strong covalent contribution to the bond-
ing between Co1o and O.

In a trigonal prismatic crystal field d levels will split
into non-degenerate 1a (dz2), doubly degenerate 1e (dxy,
dx2

−y2), and doubly degenerate 2e (dxz,dyz) levels. With
Co in the 2+ oxidation state there will be seven d elec-

trons to be accommodated in these levels. The spin mo-
ment for Co2t in LS (1a21e42e1) and HS (1a21e32e2) con-
figurations will then be 1 and 3µB , respectively, for the
pure ionic case. The powder neutron diffraction study [7]
gave an ordered magnetic moment at the Co2t site of
3.00± 0.05µB , whereas the density-functional calcula-
tion gave a somewhat smaller spin moment (2.632µB).
The calculated total moment for Ca3Co2O6 in the Ferri
state came out in very good agreement with the experi-
mental value (1.209 vs 1.30µB). As the calculated spin
moment for both Co atoms came out in reasonable to
good agreement with ionic Co4+,LS and Co2+,HS states
we jumped to the conclusion of 4+ and 2+ oxidation
states for Co1o and Co2t in LS and HS configurations,
respectively. Recently there have appeared several exper-
imental [8, 25, 30, 31] and theoretical [14–16, 19, 32, 33]
reports claiming that the valence states of both Co atoms
in Ca3Co2O6 are in fact 3+. So, in order to get more in-
sight into the valence states of Co we have now made
more detailed theoretical analyses of the Co valence sit-
uation in Ca3Co2O6.

II. COMPUTATIONAL DETAILS

The crystal-orbital-Hamiltonian-population (COHP)
and electron-localization-function (ELF) data were cal-
culated using the TBLMTO program [34]. For the
DOS calculations we have applied the full-potential
linearized-augmented plane-wave method implemented
in the WIEN2k package [35] including spin-orbit cou-
pling. The Born-effective-charge calculations were per-
formed using the Vienna ab-initio simulation pack-
age (VASP) [36] within the projector-augmented-wave
(PAW) method [37] as implemented by Kresse and Jou-
bert [38]. Structural optimizations were continued until
the forces on the atoms had converged to less than 1 meV
Å−1 and the pressure on the cell had minimized within
the constraint of constant volume. The optimized struc-
ture has been used for the Berry-phase calculations. The
atoms involved in the calculations required extra care;
either large basis sets within a pseudo-potential scheme
or an all-electron scheme. So we have used very large
basis sets with 875 eV for the plane-wave cutoff. For the
k-space integrations in the Berry-phase calculations, a
uniform 8 × 8 × 8 k-point mesh was found to be ade-
quate. For LaCoO3 and CoO, we have used the LDA+U
approach with an U value of 5 and 8 eV, respectively, for
Co in order to reproduce the insulating behavior.

III. RESULTS AND DISCUSSION

Before we pursue our renewed findings we will give a
brief account of the recent development in the view on
the spin and valence situation in Ca3Co2O6. The status
on magnetism is largely unchanged from that prevailing
when we published our previous report [12]. At least two
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magnetic transitions are recognised at quite low temper-
atures. One around 24 K can rather unambiguously be
attributed to F ordering within the chains and another
around 10 K appears to be associated with Ferri coupling
between the chains [7, 8]. The origin of the latter tran-
sition remains a matter of dispute [7, 8, 22, 28, 39, 40],
some reports favoring a more regular Ferri situation with
interchain AF coupling between the F chains [7, 39]
while others point at spin-glass freezing within every
third chain [41]. On the basis of a moment of 4 µB

per Ca3Co2O6 formula unit from magnetization measure-
ments [42], it has been conjectured that both Co atoms
are in a 3+ state with Co1o as LS (non-magnetic) and
Co2t as HS (magnetic).

The effective moment has been extracted from the tem-
perature dependence of the magnetic susceptibility and
explained as a 1:1 HS and IS configurations of Co in 3+
states [8]. This interpretation is in the first place con-
tradictory to the neutron diffraction results [7] and sec-
ondly stabilization of the IS configuration requires lower-
ing of the symmetry of the Co1o co-ordination in order to
provide the required additional splitting of the eg levels.
Also, Co in a pure 3+,IS state should have a moment of
2 µB and introduction of covalence should reduce the mo-
ment, but probably not below 1µB (see Ref. [2]). All in
all, the fresh magnetic data suffer from exactly the same
weaknesses as the older data with regard to evaluation of
the valence states for Co1o and Co2t (see below).

X-ray photoemission spectroscopy (XPS) data on
Ca3CoTO6 (T=Co, Rh, Ir) have been interpreted [25]
as evidence for a 3+ valence state for Co1o and Co2t

in LS and HS configuration, respectively. XPS profiles
comprise information about the density of states of the
electrons, but it is very difficult to judge oxidation states
from such data alone. Even extraction of qualitative
valence-state information from XPS data requires the use
of suitable standards for comparison. Such references
have apparently not been used in this case. As men-
tioned before, the crucial information needed to decide
the valence state is the orbital-projected DOS and that
can not be extracted from the XPS. Moreover, the XPS
measurements were carried out at room temperature and
at this temperature it is quite possible that Co has in any
case reached a common average valence state. Hence, the
conclusion advanced from XPS measurements can not be
taken as conclusive evidence for a 3+ universal oxidation
state for both Co atoms in Ca3Co2O6.

Low-temperature field-sweep 59Co NMR measure-
ments on Ca3Co2O6 have also been interpreted [30] as ev-
idence for the presence of non-magnetic Co in the 3+,LS
state. A serious drawback with this study is that only
the signal from one of the two Co sites is detected and
even this signal could only be observed in a very nar-
row temperature range from 7 to 15 K. The key ques-
tions in this connection are then why the signal from the
companion 3+,HS state is not detected and what hap-
pens to the signal from the claimed 3+,LS state below
7 and above 15 K. Before these questions are satisfac-

torily answered the NMR findings can not be taken in
favor of anything. However, one further comment of di-
rect relevance for the present communication should be
made. It is not possible to have completely non-magnetic
Co species in Ca3Co2O6 for the following reason. The
shortest Co-Co distance within the chains is about 2.59 Å
which is comparable to that in the closest Co-Co distance
in hcp Co (2.51 Å). Both experimental [7] and theoreti-
cal [12] studies clearly demonstrate that Co2t carries a
large spin moment. Hence, one can not conceive a sit-
uation with a completely non-magnetic Co1o; the large
moment at Co2t site and the short Co1-Co2 distance,
should certainly have led to an induced moment at the
Co1o site.

Recently two reports [18, 19] have appeared dealing
with LDA+U calculations on Ca3Co2O6. It is there-
fore appropriate to consider any drawbacks using the
LDA+U method on Ca3Co2O6. The degree of localiza-
tion of the electrons at the Co1o and Co2t sites are not
the same and hence the use of the same U and J val-
ues for both sites is not appropriate. Furthermore, the
quasi-one-dimensional nature of the atomic arrangement
also gives the band dispersion a one-dimensional char-
acter. So, in order to treat the strong correlation effect
in Ca3Co2O6 appropriately one need to account for the
k dependence of U , viz. the Mott-Hubbard correction
terms in the LDA+U methods must contain local char-
acter, features missing in the currently available LDA+U
approach. With these deficiencies, the LDA+U calcula-
tions will inevitably reveal that the relative stability of
the intrachain F and AF arrangements depends on the
chosen U value and the “initial density” employed for the
calculations [18]. For example, the intrachain F arrange-
ment is more stable than the intrachain AF arrangement
for U = 3 and 4 eV, but the opposite is true for U =
2 and 5 eV. Moreover, the LDA+U calculation gave a
too large spin moment for the F state of Ca3Co2O6 [19]
(5.66 µB f.u.−1) compared with the magnetization mea-
surements (4 µB f.u.−1) [42]. The use of LDA+U calcula-
tions for NaxCoO2 [43] shows that caution must be taken
in order to avoid worse agreement with experimental data
than by the use of simple LDA calculations. In addition,
it should be recalled that U is an empirical parameter.
We have shown earlier [12], that the magnetic properties
of Ca3Co2O6 can be correctly be described by the use
of GGA itself. Therefore, in the following we will focus
only on results obtained by GGA calculations.

Both the neutron-diffraction study [7] and our earlier
total-energy calculations [12] show that Ca3Co2O6 has a
Ferri ground state. Specific heat [28] and transport mea-
surements [44] show metallic behavior for Ca3Co2O6. In
contrast, the recent theoretical study [19] incorrectly con-
cluded that this material is an F insulator. In our pre-
vious report we emphasized that all results reported had
been obtained from relativistic full-potential GGA calcu-
lations with spin-orbit coupling (SOC) included. How-
ever, Ref. [19] wrongly cited that SOC had not been in-
cluded in our calculations. All in all, we strongly believe
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FIG. 1: Calculated orbital-projected density of states (DOS) for Co1o and Co2t in Ca3Co2O6 for the ground-state ferrimagnetic
configuration. The Fermi level is set to zero.

that the GGA approach with spin-orbit coupling is suffi-
ciently accurate to describe the electronic structure and
magnetic properties of Ca3Co2O6 and proceed our anal-
ysis accordingly.

To obtain firm pictures of the valence states of atoms
in compounds, the key information one really needs is
how many electrons that are present at each site in the
atomic arrangement. This information is very difficult to
extract unambiguously from usual DFT calculations ow-
ing to the fact that the integrated charges at a given site
depends not only on the chosen radius for the enclosing
atomic sphere, but also involve charges in the surround-
ing interstitial regions. In order to remedy this situation
we have now consulted several tools, viz. charge density,
charge transfer, electron-localization function, angular-
momentum and orbital-projected DOS, crystal-orbital-
Hamiltonian population, Bader charge, and Born effec-
tive charge. These analyses were carried out not only for
Ca3Co2O6, but also for CoO and LaCoO3 (for which the
valence states of Co are more unambiguous) in order to
cross check their resolving capabilities.

More insight into the spin and valence states of the
Co1o and Co2t atoms in Ca3Co2O6 is provided by the
orbital-projected d-electron DOS (Fig. 1). This illustra-
tion clearly convey the message that Co1o is in a LM
state, and Co2t conversely in a HM state. If Co1o had
been in a proper ionic 3+,LS state one should expect
that three d orbitals would have been completely filled
and two d orbitals completely empty. On the contrary
Figs. 1 and 2 show almost equal amounts of DOS in all d
orbitals, thus confirming that Co1 is certainly not in an
ionic 3+,LS state. However, the partial DOS for Co1o
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FIG. 2: Calculated site-projected density of states (DOS) for
Ca3Co2O6 in the ground-state ferrimagnetic configuration.
The Fermi level is set to zero.

and Co2t (Fig. 2) are sufficiently different to defend the
characterization as different valence states. The partial
DOS for Ca (Fig. 2) clearly demonstrates a nearly empty
valence band and consequently an ideal 2+ state with
negligible amounts of valence electrons at the Ca site.
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The energetically degenerate nature of the Co-d and O-p
states conveys evidence for appreciable covalent interac-
tion between Co and O, and as a result of this hybridiza-
tion interaction there occur an induced spin moment of
around 0.l3 µB at the oxygen sites.

LaCoO3 provides an example of Co3+ in an LS state
with completely filled t2g states and empty eg states and
a resulting semiconducting behavior with a band gap of
about 0.2 eV. As part of the control tests for Ca3Co2O6

we have now calculated the DOS for the 3+,LS state
for Co in LaCoO3 and compared it with the DOS for
the Co1o site. A similar comparison have been made
for the DOS for the 3+,HS state of Co in LaCoO3 (ob-
tained from the fixed-spin calculation reported earlier [2])
in relation to that for Co2t in Ca3Co2O6. These compar-
isons can be appraised in Fig. 3, which shows that there
is certainly no correspondence between the Co DOSs
obtained for the different modifications of LaCoO3 and
those for different sites in Ca3Co2O6. The Co partial
DOSs for Ca3Co2O6 occur in narrower energy regions
than those for the LaCoO3 reference materials, overall
features which we attribute to the quasi-one-dimensional
nature of the crystal structure of Ca3Co2O6.

If a given material exhibits a significant amount of co-
valence in its bonding, the simple oxidation state ap-
proach can not be used to estimate the valence states.
All earlier studies on Ca3Co2O6 have ignored the co-
valent contribution to the bonding and most of them
have in fact made the valence assessment only on the
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FIG. 4: (Color online) Crystal-orbital-Hamilton population
(COHP) for Co1-to-O, Co2-to-O, and Co1-to-Co2 interac-
tions in an assumed non-magnetic state of Ca3Co2O6.

observed size of the magnetic moments at the Co sites.
Whangbo et al. [14, 18] made spin-polarized electronic
band-structure calculation for Ca3Co2O6 on the basis of
the room-temperature crystal structure in F configura-
tion. From partial DOS analyses these authors concluded
that both Co1o and Co2t are 3+ ions in LS and HS state,
respectively. However, this inference contradicts their
own findings: (i) Despite the fact that the calculations
gave a magnetic moment of 0.3µB at the Co1o site they
proceed as if the moment is zero. (It is worthwhile to
record that DFT-calculated moments generally come out
smaller than according to the pure ionic scheme due to
the covalent interaction between constituents.) (ii) In an
octahedral crystal field, proper Co3+ ions in the LS state
should exhibit completely filled t62g levels and completely
empty eg levels. However, the orbital-projected DOS of
Whangbo et al. closely resembles our findings (Figs. 1
and 2) which is clearly incompatible with a 3+,LS state.

Strength of bonding interaction between the con-
stituents of a compound is often assessed from COHP
plots. The COHP is the DOS weighted by the corre-
sponding Hamiltonian matrix elements and is also in-
dicative of the character of a bond (negative COHP in-
dicating bonding; positive COHP antibonding interac-
tion [34, 45]). The calculated COHP for the Co1-to-
O, Co2-to-O, and Co1-to-Co2 interactions in Ca3Co2O6

are illustrated in Fig. 4 which shows that the strongest
bonding interaction is between Co1 and O. This is con-
sistent with the experimental findings in the sense that
the Co1-O bond length is shorter than the Co2-O bond
length. The integrated COHP yielded bond strength of
−1.39, −0.77 and −0.08 eV for the Co1-to-O, Co2-to-O,
and Co1-to-Co2 interaction, respectively. Since the co-
valent Co1-to-Co2 interaction is weak, the intrachain F
interaction has to be attributed to metallic type of bond-
ing. The strong covalent interaction between Co1 and O
could explain why the spin moment at the Co1o site is
quenched.
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More details about the bonding interactions between
constituents can be obtained from charge-density, charge
transfer, and ELF analyses. The charge-density distri-
bution in Ca3Co2O6 [Fig. 5(a)] shows that only a neg-
ligibly small charge is left at the Ca site, thus confirm-
ing the presence of ionic bonding between Ca and the
(Co2O6)∞ chains. The atoms within the chain exhibit
appreciable covalent character as already manifested by
the one-dimensional appearance. Although the inter-
atomic Co1-Co2 distance is short, the interaction be-
tween these atoms are largely of metallic character. The
charge-transfer distribution [Fig. 5(b)] shows that elec-
trons are transferred from both Ca and Co atoms to
the oxygen sites, viz. in accordance with an ionic con-
ception. However, if the bonding interaction between
Co and O had been purely ionic one would have ex-
pected an isotropic charge-transfer distribution. Hence,
the anisotropic distribution between Co and O in the
charge-transfer plot supports the inference that there is
an appreciable degree of covalence in the Co-to-O bond-
ing interaction. If one had known the amount of electrons
transfer from Co to O, one could have estimated a more
exact valence state for Co. According to Fig. 5(b) it is
clear that both Co atoms have donated electrons to the
oxygen sites, but the degree of charge transfer is different
for Co1o and Co2t. In conclusion, it is difficult to judge
the valence of Co from the charge-transfer distribution
alone.

ELF is an informative tool to distinguish differ-
ent bonding interactions in solids [46]. The ELF for
Ca3Co2O6 [Fig. 5(c)] exhibits only a small numerical
value between Ca and the other constituents which is
another indication for the ionic character of the Ca-to-
(Co2O6)∞ bonding. The maximum value of the ELF at
the O sites and minimum values at the Ca and Co sites
reconfirms that charge has been transferred from Ca and
Co to O. The polarization with different orientation of
ELF at the Co sites indicates different orientation of the
orbitals residing at Co1o and Co2t. Although the charge-
density plot exposes a relatively large amount of charge

at the Co sites, the small value of ELF show that these
charges are mainly of d character. The conclusion from
the charge-density, charge-transfer, and ELF analyses is
accordingly that the bonding interaction between Ca and
O is mainly ionic and that between Co and O is ionic with
appreciable covalent woof. This conclusions is further
supported by the findings from the Born-effective-charge
analysis (see below).

Everybody agrees that the number of electrons at a
given atomic site is the key quantity for evaluation of the
valence state. The accumulated charges inside the ap-
propriately chosen atomic sphere are 18.11, 24.97, 24.76,
and 7.16 (all in units of e) for Ca, Co1o, Co2t, and
O, respectively. Since there are ambiguities associated
with the definition of the boundary of an atomic sphere
and no clear-cut distinction between cationic and an-
ionic charges, we turned our attention to the “atom-in-
molecule” approach introduced by Bader. Bader gave an
elegant approach to this problem with his “interatomic
surface” [47] concept, according to which the space in a
solid is divided into regions established by surfaces that
run through minima in the charge density. A given region
is chosen such that at any location on the bordering sur-
face the gradient of the charge density has no component
normal to the surface. A region enclosed by such bound-
ary surfaces is referred to as a Bader region. Each Bader
region normally contains only one nucleus. By integrat-
ing the charge density within the Bader region where a
given nucleus is located, and adding electronic charges in
“naturally associated neighboring regions” that do not
include a nucleus, the total excess charge on the atom at
a given site can be estimated and this charge is named
as Bader charge. The advantage of this method is that
the analysis is based solely on the charge density, so it
is rather insensitive to the basis set used. The Bader
charge difference (∆qB relative to the corresponding neu-
tral atom) at each atomic site in Ca3Co2O6 are listed in
Table I together with values for the reference substances
CoO and LaCoO3. The Bader charge differences for CoO
and LaCoO3 give much smaller valence states than the
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expected values according to a pure ionic model, but pro-
vide correct qualitative measures for the transfer of elec-
trons from one site to another.

The Born-effective charge gives information about how
much electrons are polarized on application of an electric
field. If ions behaves like closed-shell ions, they should
carry an effective charge close to their nominal ionic
value. On the contrary, a large amount of non-rigid delo-
calized charge will flow across the skeleton of a compound
with covalent directed bonds when the lattice is sub-
jected to displacement [48, 49]. Owing to this covalence
effect, one usually obtains larger Born-effective charges
than the nominal ionic values. So, one can consider the
Born-effective charge as an upper limit for the valence
in a given system. The Born-effective charge is indeed a
macroscopic concept [50, 51], which involves the polariza-
tion of the valence electrons as a whole, while the charge
“associated with” a given atom is an ill-defined concept.
High Born-effective-charge values indicate that the rela-
tive displacements of neighboring ions against each other
trigger highly polarized electrons. Roughly speaking,
a large amount of delocalized charge is responsible for
higher values for the Born-effective charge than the nom-
inal ionic values. As the Born-effective charge concept
gives more reasonable values for the valence of the Co
atoms in well known systems than the Bader-charge ap-
proach, it seemed worthwhile to attempt to use this tool
to resolve the valence situation for Co in Ca3Co2O6. The
average value of the Born-effective charge (see Table I)
for Co in CoO and LaCoO3 is 2.17 and 3.35, respectively,
and are reasonably close to the respective formal valence
of two and three.

The calculated Born-effective charge for Ca3Co2O6

(Table I) once again confirm that both Ca and Co do-
nate electrons and O accepts electrons in accordance
with the traditional ionic picture. However, for a pure
ionic system one expects more isotropic values for the
Born-effective charges than that obtained for Ca3Co2O6.
Considerable anisotropy in the diagonal components of
the Born-effective-charge tensor (Table I) along with the
noticeable off-diagonal components at the O sites con-
firm the presence of covalent bonding between oxygen
and the neighboring Co atoms. Our other chemical-
bonding-analysis tools discussed above also show that
there is considerable covalent bonding between Co and
O. Born-effective-charge analyses account for the anoma-
lous contributions (defined as the excess charge relative
to the accepted value for the ion in question) to the ef-

fective charges. The almost equal value of the xx and
yy components of the Born-effective charge at the Co
sites reflects the one-dimensional character of the atomic
arrangement. The average value of the diagonal com-
ponents of the Born-effective charge for Ca, Co1, Co2,
and O are 2.637, 1.800, 2.269, and −2.01, respectively,
indicating that the average valence state of Co1o and
Co2t are similar. It is interesting to note that the Bader
charges at Co1o and Co2t are in fact almost equal. On
the other hand, the zz component (along the chain) of
the Born-effective charge at Co1o and Co2t are apprecia-
bly different (2.8 vs 4.2) indicating that the nature of the

valence state of the two sites are indeed different. How-
ever, because of the appreciable degree of covalence in
the Co-to-O bonding, the ionic-based valence count for
both Co sites comes out much smaller than the expected
formal valence of 3+ for Co in Ca3Co2O6.

IV. CONCLUSION

In conclusion, the large difference in the magnetic mo-
ment between the Co atoms is due to different degree of
covalent character between Co and the surrounding oxy-
gens. The Co1o and Co2t atoms are not in conventional
3+,LS and 3+,HS state, respectively. Our detailed analy-
ses show that the actual valence states are much smaller
than three. We maintain that formal valence concept
works well for insulators with pure ionic bonding. If the
material under consideration has finite degree of covalent
character along with the ionic, the simple ionic picture
can not be used to predict the valence states correctly.
Our Born-effective-charge analyses suggest that in low-
dimensional phases like Ca3Co2O6 the valence electrons
are distributed highly anisotropically. As a consequence,
the simple formal valence picture can not be used to de-
scribe the electronic structure and magnetic properties
properly.
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Abstract

We have made a series of gradient-corrected relativistic full-potential density-functional calculations for Ca-substituted and

hole-doped SrRuO3 in para, ferro, and A-, C-, and G-type antiferromagnetic states. Magnetic phase-diagram data for

Sr12xCaxRuO3 at 0 K are presented. Neutron diffraction measurements combined with total energy calculations show that spin-

glass behavior with short-range antiferromagnetic interactions rules in CaRuO3. The substitution of Sr by Ca in SrRuO3

decreases the ferromagnetic interaction and enhances the G-type antiferromagnetic interaction; the G-AF state is found to

stabilize around x ¼ 0:75 consistent with experimental observations. Inclusion of spin–orbit coupling is found to be important

in order to arrive at the correct magnetic ground state in ruthenates. q 2002 Elsevier Science Ltd. All rights reserved.

PACS: 75; 81.05.Je; 75.10.Nr; 71.20. 2 b

Keywords: A. Ruthenates; C. Spin-glass-behavior

Ever since unconventional superconductivity was observed

in Sr2RuO4 [1], ruthenates have attracted much interest.

Substitution [2] of the smaller Ca for Sr in Sr2RuO4 leads to

an antiferromagnetic (AF) Mott insulator with a staggered

moment of S ¼ 1: Coexistence of ferro- and antiferromag-

netic fluctuations in Ca2RuO4 and competition between p-

and d-wave superconductivity in Sr2RuO4 have also been

reported [3]. Recently coexistence of magnetism and

superconductivity is discovered [4] in ruthenium-based

layered cuprates such as RRuSr2Cu2O8 (R ¼ Eu, Gd). Lee

et al. [5] reported the existence of a pseudogap (PG) in

BaRuO3 reminiscent of the PG in high-Tc superconductors.

As in f-electron-based intermetallics, non-Fermi-liquid

(NFL) behavior has recently been observed in La4Ru6O19

[6]. Critical magnetic fluctuations associated with meta-

magnetism is reported for Sr3Ru2O7 [7] and a metallic AF

phase with temperature induced insulator-to-metal tran-

sition is found for Ca3Ru2O7 [8].

Poorly metallic NFL-behaving SrRuO3 is the only

known ferromagnetic (F; TC ¼ 160 K) 4d transition-metal

oxide [9,10]. CaRuO3 is also metallic, but experimental and

theoretical studies conclude contradictory regarding the

nature of the magnetic ground state (e.g. AF [9,11,12],

nearly F [13], exchange enhanced paramagnetic (P) [14],

Curie–Weiss P [15], verge of F instability [16], spin glass

(SG) [17] etc.) and this controversy is not settled yet. Some

of these reports indicate a lack of long-range magnetic order

whereas others suggest evidence for an AF ground state with

a Néel temperature ðTNÞ of ,110 K [11]. The striking

difference in the magnetic properties of SrRuO3 and

CaRuO3 makes magnetic phase diagram studies on

Sr12xCaxRuO3 quite interesting.

CaRuO3 and SrRuO3 are isostructural and isoelectronic,

differing structurally only in the degree of the small

orthorhombic distortion (lattice constants within 2%).

Hence, insight into the magnetic properties of these

compounds is expected to increase the general knowledge

on magnetic phenomena in perovskite oxides, and

0038-1098/02/$ - see front matter q 2002 Elsevier Science Ltd. All rights reserved.
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ruthenates in particular. The density-functional calculations

[16,18] for CaRuO3 which conclude with ‘verge of F

instability’ have the weakness that AF interactions were not

considered. In this report, we present the intriguing result

that SG behavior with short-range AF interaction occurs in

metallic CaRuO3.

The present full-potential linear-muffin–tin orbital [19]

(FPLMTO) calculations are all-electron, and no shape

approximation to the charge density or potential has been

used. The basis functions, charge density and potential were

expanded in spherical harmonic series inside the muffin-tin

spheres and in Fourier series in the interstitial regions. The

calculations are based on the generalized-gradient-corrected

(GGA) density-functional theory as proposed by Perdew

et al. [20]. Spin–orbit (SO) terms are included directly in the

Hamiltonian matrix elements for the part inside the muffin-

tin spheres. The basis set contained semi-core 4p and

valence 5s, 5p, and 4d states for Sr, 4s, 4p, and 3d states for

Ca, 5s, 5p, and 4d for Ru, 2s, 2p, and 3d states for O, and 4s,

4p, and 3d states for K. All orbitals were contained in the

same energy panel. The self consistency was obtained with

284 k points in the irreducible part of the first Brillouin zone

for the orthorhombic structure and the same density of k

points were used for the cubic structure as well as for the

supercells. Structural parameters for Sr12xCaxRuO3 are

taken from the X-ray diffraction data reported by Kobayashi

et al. [21]. Details about the experimental reexamination of

CaRuO3 will be presented in the full account of our findings

[22].

There are three possible magnetic arrangements accord-

ing to the interplane and intraplane couplings in perovskite

Table 1

Total energy (relative to the lowest energy state; in meV/f.u.) for

CaRuO3 in P, F, and A-, C-, and G-AF states with orthorhombic and

undistorted cubic (designated cubic) structures

Method P F A-AF C-AF G-AF

GGA þ SO 26 19.8 6 4 0

GGA þ SO (cubic) 1307 1249 1292 1299 1303

GGA 38 0 9 10 7

Fig. 1. Magnetic phase diagram data for Sr12xCaxRuO3. Energies are given with respect to the total energy for the F phase.
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oxides. (i) With interplane AF coupling and intraplane F

coupling the A-AF structure arises. (ii) The opposite

arrangement with interplane F coupling and intraplane AF

coupling is called C-AF structure. (iii) If both the inter- and

intraplane couplings are AF the G-AF structure arises. In the

G-type AF lattice, each Ru atom will be surrounded by six

Ru neighbors whose moments are antiparallel to that of the

chosen reference atom. The details about the calculations on

magnetic and excited state properties can be found

elsewhere [23]. We have placed the magnetic moment

direction along [001] in all calculations to comply with the

out-of-plane easy axis observed for Sr12xCaxRuO3 [24]. The

energy differences between the various magnetic configur-

ations are very small and extreme computational accuracy is

therefore needed. The theoretical method used in the present

study is capable of reproducing energy differences of the

order of meV [25].

The calculated total energy for CaRuO3 from the GGA

calculation with (GGA þ SO) and without SO coupling are

given in Table 1 relative to the corresponding ground state.

From this table it is clear that the G-AF phase is the ground

state for CaRuO3. The total energy differences between the

different AF phases are as already mentioned very small. If

we disregard the orthorhombic distortion, the F phase is seen

to have the lowest energy indicating that strong magneto-

elastic couplings are present in CaRuO3. We also see large

energy gains when we include the orthorhombic distortion

in the calculation consistent with experimental observation.

The F phase is found to be the ground state with 7 meV/f.u.

lower energy than the G-AF phase when SO interactions are

neglected. Hence, SO coupling appears to play an important

role in deciding the magnetic properties of ruthenates.

The calculated magnetic moment at the Ru site in SrRuO3

is 0.92 mB/atom is in good agreement with 0.85 mB/atom

obtained from magnetization measurements [9]. Goodenough

[26] has argued that, in general, a spontaneous change

between F and AF states are expected when mF < mAF, the

stable magnetic phase being the one with the highest atomic

moment. Our findings are consistent with this viewpoint in

that the larger magnetic moments are found for the stable

magnetic configuration of Sr12xCaxRuO3 (viz. for x , 0:724

the F phase has highest magnetic moment and for x . 0:724

G-AF has the highest moment). The hyperfine field at the Ru

site in G-AF state CaRuO3 is 263 kOe/mB in agreement with

the experimental value of 222 ^ 50 kOe/mB obtained from

Knight shift measurements [27].

Fig. 2. Total DOS for CaRuO3 in F and G-AF states and hypothetical KRuO3 in G-AF state. Fermi level is set to zero.

P. Ravindran et al. / Solid State Communications 124 (2002) 293–298 295



The experimentally found spontaneous magnetic

moment [13] and Weiss temperature [28] for Sr12xCaxRuO3

are given in Fig. 1 along with the calculated total energy

difference relative to that of the F phase for the various

magnetic configurations. An increase in x decreases the F

interaction and increases the G-AF interaction. Because of

the smaller ionic radius of Ca compared with Sr (0.99 vs.

1.18 Å), tilting of the octahedra occur when one substitutes

Ca for Sr in SrRuO3 which in-turn affects the magnetic

properties. Fig. 1 shows that the F to G-AF transition takes

place around x ¼ 0:75 both experimentally and theoreti-

cally. This confirms the presence of AF interactions in

CaRuO3. One of the interesting aspects of Fig. 1 is that at

x ¼ 0:5; there is large gain in the total energy of the F phase

compared with the P, A- and C-AF phases. DOS analyses

show that the F phase of Sr0.5Ca0.5RuO3 is nearly half-

metallic with a gap of 0.73 eV in the majority spin channel

which gives extra contribution to the stability. Moreover, EF

is at peaks in the DOS curves of the P, A- and C-AF phases

(which further contribute to the enhanced energy difference

relative to the F state).

The lower total energy for the G-AF state for x . 0:724

compared with the other magnetic configurations can be

understood as follows. The spin-projected total DOS curve

for CaRuO3 in the F and G-AF phases are shown in the

lower and middle panel of Fig. 2. In the F case EF is at a

peak-like feature in the DOS curve. This infers an instability

to the lattice. However, for the G-AF phase a deep valley-

like (PG-like) feature appears in the DOS curve. This will

give an extra contribution to lattice stability [29] and hence

CaRuO3 is expected to stabilize in the G-AF phase. The

calculated excited-state properties such as reflectivity, O K-

edge spectra and XPS spectra for CaRuO3 in the G-AF

phase are found to be in good agreement with experimental

spectra (see Fig. 3), indicating that the ground state is

correctly assigned. The creation of a PG-like feature on

introduction of G-AF ordering gives an extra contribution to

the band energy term of the total energy (66 meV/f.u.)

which stabilizes the G-AF phase over the F phase. However,

our neutron powder diffraction diagrams at 298 and 8 K

show no sign of extra Bragg reflections at 8 K, which should

have been the proof of long-range AF ordering. (A full

account of the neutron diffraction findings will be given in

the forthcoming article [22].) Hence, the magnetic exchange

interactions must have only short-range influence. Closer

examination of the DOS curve for the G-AF phase shows

that EF is located on a shoulder of a peak-like feature (an

unfavorable condition for stability) with a local valley (LV,

see Fig. 2) situated just 40 meV above EF. This may explain

why there is no established long-range magnetic ordering in

this material. Recent magnetization measurements [17]

show distinctions between the zero-field-cooled and field-

cooled characteristics which confirm the presence of SG

behavior with finite moments at the Ru sites. So, we

conclude that CaRuO3 exhibits short-range AF ordering

which manifests itself in SG behavior at low temperature.

Rigid-band-filling analysis shows that an addition of

0.136 electrons/f.u. will bring EF to LV with the expected

effect of long-range G-AF ordering. In fact, long-range

magnetic ordering has been observed for CaRu12xRhxO3

with x . 0:015 where Rh acts as an electron donor for

CaRuO3 [32]. Rigid-band-filling analysis also show that

removal of exactly one electron from CaRuO3 will bring EF

to a PG. In order to test this possibility we have made

additional calculations for hypothetical KRuO3 with the

structural parameters for CaRuO3. Consistent with the rigid-

band-filling findings EF is found at PG for the G-AF phase of

hypothetical KRuO3 (see upper panel of Fig. 2). When EF is

at PG, all bonding states would be filled and all antibonding

states empty, implying extra contributions to stability. Total

energy calculations show that the G-AF phase is 21.7 meV/

f.u. lower in energy than the F phase for hypothetical

KRuO3, viz. a larger difference than that for CaRuO3

indicating that one really should expect G-AF long-range

ordering in KRuO3 at low temperature. Further the G-AF

Fig. 3. Calculated valence band XPS, O K-edge XANES, and

optical reflectivity spectrum for G-AF state CaRuO3. Experimental

XPS, XANES and reflectivity spectra are taken from Refs. [30,31].
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phase is 38.6 meV/f.u. lower in energy than the P phase for

hypothetical KRuO3 indicating that TN should be reasonably

high. It is worth to recall that according to Goodenough [33]

the sign of the transfer integral for 1808 cation–anion–

cation superexchange interactions between octahedral-site

cations are predicted to give AF for Ru5þ–O–Ru5þ. Ru5þ

ions with enhanced AF interaction has recently been

established for CaRu0.95Cu0.05O3[34]. Moreover, the change

in the oxidation state of Sr3Ru2O7 from Ru4þ to Ru5þ by

fluorine addition stabilizes G-AF ordering [35]. Oxygen

non-stochiometry and hole doping can accordingly bring EF

toward PG and stabilize the G-AF ordering. This may

explain why long-range AF ordering has been reported for

some experimentally studied CaRuO3 samples [11] and Na

doped CaRuO3 [36].

In the SG state the moments are arranged in a certain

equilibrium oriented pattern, but without long-range order.

Some characteristics of SG materials are: (i) Existence of

local moment as we have found with spin-polarized

calculations. (ii) No magnetic Bragg scattering at low

temperature as our neutron diffraction study show. (iii) A

history-dependent magnetic response as the recent magne-

tization measurements [17] have shown. (iv) Both long-

range and short-range terms in the Hamiltonian [37]. In

accordance with our calculations we believe that short-range

nearest-neighbor AF interactions are dominant in CaRuO3.

Two important ingredients necessary to produce SG

behavior are frustration and partial randomness of the

interaction between the magnetic moments [38]. Owing to

the small total energy differences between the AF and F

phases of CaRuO3 (see Table 1 and Fig. 1), there will be a

competition among the different AF and F interactions, in

the sense that no single configuration of the moments is

uniquely favored by all interactions (viz. frustration). In

other words, the AF moments can arrange themselves

randomly in small domain-like regions with minimal loss in

energy. The Ru ions which are responsible for the magnetic

properties of CaRuO3 are in a strictly periodic order. Hence,

structural disorder cannot be responsible for the SG

behavior. The SG state of CaRuO3 is characterized by a

predominant AF situation with random spin arrangement.

AF systems with SG-like transition have been observed in

ruthenates with pyrochlore-like structures such as R2Ru2O7

for which recent experimental results indicate that the

atomic arrangement does not participate in the P-to-SG

transition which is solely associated with the Ru moments

[39]. The small energy differences between the different AF

states bring disordering of the moments and hence SG

behavior to CaRuO3 at low temperature. In fact, SG

behavior has been found for CaRuO3 doped with small

amounts of Sn [40] or Rh [32]. The calculated excited state

properties for CaRuO3 in the G-AF state are in good

agreement with the experimental measurements indicating

that the electronic structure does not differ significantly

between the SG and G-AF phases.

We conclude that CaRuO3 exhibits short-range AF

interaction with SG behavior. The hitherto hypothetical

KRuO3 is expected to exhibit long-range G-AF ordering.

We have demonstrated that the relative strengths of the F

and AF exchange interactions can be varied by varying the

Ca content of Sr12xCaxRuO3.
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Abstract

We have carried out accurate generalized-gradient-corrected fully-relativistic full-potential calculations for Sr1�xCaxRuO3 (x ¼ 0;
0.25, 0.5, 0.75, and 1) in para-, ferro-, and A-, C-, and G-type antiferromagnetic configurations. We have performed electronic

structure calculations for the experimentally observed orthorhombic structure as well as the hypothetical cubic structure. Our results

are analyzed with the help of total, site-, spin-, and orbital-projected density of states. The total-energy studies show that CaRuO3

stabilizes in the G-type antiferromagnetic state. The octahedral tilting owing to the relatively small radius of Ca2þ leads to weak

hybridization between Ru 4d and O 2p: This weak hybridization along with exchange splitting causes a pseudogap-like feature close

to the Fermi level, which should stabilize G-type antiferromagnetic ordering in CaRuO3: However, powder neutron diffraction data

on CaRuO3 taken at 8 and 298 K do not show any magnetic peaks, implying that CaRuO3 exhibits a spin-glass-like state with

dominant short-range antiferromagnetic interaction. The calculated magnetic ground state of Sr1�xCaxRuO3 is found to be

consistent with the experimental findings. We have also calculated optical spectra as well as X-ray and ultra-violet photoemission

spectra and Ru and O K-edge X-ray absorption spectra for G-type CaRuO3 and found good agreement with available experimental

spectra.

r 2003 Elsevier Inc. All rights reserved.

PACS: 71.; 71.20.-b; 75.50.Ee; 78.20.Ci

Keywords: Ruthenates; Magnetic properties; Spin-glass behavior; Excited properties

1. Introduction

Although oxides containing 4d and 5d metals have
been known for a long time, their physical properties
remain largely unexplored. However, since the discovery
of superconductivity for some such oxides, this class of
compounds have been studied intensively. The ruthe-
nium-based perovskite CaRuO3 is found to fulfill some
of the requirements to an electrode material for solid-
oxide fuel cells such as metallic conductivity and high
chemical stability [1,2]. Moreover its high topotactic
reduction/oxidation properties [3] make it interesting for
catalysis purposes and its possible technological sig-
nificance is enhanced by the observation of a strain
induced metal–insulator transition in thin films [4].
CaRuO3 epitaxial thin films have easy growth, good

stability (with characteristics similar to those of single
crystals), and only a small lattice mismatch with
YBa2Cu3O7�d substrates. Hence, it is one of the most
promising candidates for formation of epitaxial hetero-
structures with other perovskites, say, like electrodes
for superconductor-to-normal-metal-to-superconductor
junctions [5], field-effect transistors with oxide-super-
conductor channels, ferroelectrics [6], and magnetic
multilayers. Particularly, the ferroelectric material
Bi4Ti3O12 has a low lattice mismatch with CaRuO3

making it suitable as substrate for bottom electrodes of
a ferroelectric random-access memory [7].

In order to exploit CaRuO3 for technological
applications, knowledge about its ground- and excited-
state properties is essential. Although SrRuO3 and
CaRuO3 are similar both structurally and chemically,
their magnetic properties appear to be different. SrRuO3

is a metallic conducting ferromagnet (F) [8,9], whereas
the magnetic ground state of CaRuO3 is still
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shrouded under controversy, but certainly not a clear-
cut F state.

According to Callaghan et al. [8] CaRuO3 follows
Curie–Weiss law at high temperatures with negative
Weiss constant ðYÞ: Longo et al. [9] were the first to
‘‘identify’’ a Néel temperature of 110710 K: The recent
value for Y is �160 K and the deviation from Curie–
Weiss law classifies it as antiferromagnetic-like (AF)
[10]. However, Mössbauer spectroscopic data collected
[11] down to 4:2 K did not show magnetic splitting, and
the absence of magnetic peaks in powder neutron
diffraction (PND) diagrams [12] at 1:5 K appears to
preclude the existence of long-range AF ordering in
CaRuO3: Martinez et al. [12] also report a clear
departure from Curie–Weiss law behavior below 70 K
which is interpreted as an indication of short-range AF
correlations.

The low-temperature resistivity of CaRuO3 shows [13]
non-Fermi-liquid (NFL) behavior, a phenomenon the-
oretically expected near a quantum-critical point in-
duced by a 0 K phase transition to an AF state.
However, the measured magnetoresistance (MR) is
positive at 5 K and low fields and becomes negative
above B40 K: In non-magnetic pure metals and alloys
MR is generally positive and shows a quadratic
dependence on the magnetic field. MR can be negative
in magnetic materials as a result of suppression of the
moment disorder by the magnetic field [14]. However, a
transition to positive MR at low temperature while the
magnetic susceptibility still increases is less expected.
This suggests that changes in the behavior of the
magnetic moments may occur.

Ab-initio calculations have so far not been able to
resolve the contradictory experimental findings on the
magnetic properties of CaRuO3: Santi et al. [15] have
performed extensive TBLMTO calculation on CaRuO3

and obtained an F ground state, but without considering
the possibility of AF states. They noted that the
orthorhombic distortion favors cooperative magnetic
states such as F, Ferri, and AF. Mazin and Singh [16]
carried out full-potential LAPW calculation for the
paramagnetic (P) and F states, and found that CaRuO3

is in P state, but on the verge of F ordering. Their fixed-
moment calculations show that the total energy of
CaRuO3 is nearly independent of magnetization up to
1 mB: Some of the present authors have earlier obtained
the correct A-AF insulating ground state for LaMnO3

[17], the C-AF state for LaVO3 [18], and the G-AF state
for LaFeO3 [18]. This motivated us to probe the
magnetic structure of CaRuO3 by adopting the same
procedure (accurate state-of-the-art relativistic-full-po-
tential total-energy calculations), for all possible mag-
netic orderings with the interplane and intraplane ferro/
AF exchange interactions. However, noncollinear mag-
netic configurations are not considered in the present
study. We have done extensive electronic structure

calculations on Sr1�xCaxRuO3 which may provide
insight into why the isostructural SrRuO3 and
CaRuO3 phases can take entirely different magnetic
ground states. Since the magnetic ordering is contrib-
uted by the 4d electrons of Ru, relativistic effects such as
spin–orbit (SO) coupling may be significant for this
material. The reliability of the results can be improved
by including inhomogeneity effects through the general-
ized-gradient approximation (GGA) [17]. Therefore, we
have used a fully-relativistic full-potential method (with
GGA) for the experimentally observed orthorhombic
GdFeO3-type (distorted perovskite) structure for
Sr1�xCaxRuO3 as well as a postulated (hypothetical)
ideal cubic perovskite structure for CaRuO3: In an
earlier study [19] the optical transition in CaRuO3 is
interpreted as a Mott–Hubbard transition, indicating
that the compound is a strongly correlated material.
However, a recent experimental optical property study
[20] suggests that correlation effects are less significant.
Hence a theoretical optical properties study has also
been undertaken.

The rest of the paper is organized as follows.
Structural aspects are described in Section 2.1, compu-
tational and experimental details are given in Sections
2.2 and 2.3, respectively. In Section 3 we discuss the
magnetic ground state and electronic structure with the
help of band structure, total, site-, and angular-
momentum projected as well as orbital-projected density
of states (DOS) curves. Excited state properties such
as optical, ultra-violet photoemission (UPS), X-ray
photoemission (XPS), and Ru and O K-edge X-ray
absorption (XANE) spectra are considered in Section 4,
and Section 5 summarizes the important findings.

2. Structural aspects, computational and experimental

details

2.1. Crystal structure

CaRuO3 stabilizes in the orthorhombic GdFeO3-type
structure comprising four formula units. The structural
parameters obtained from PND and single-crystal X-ray
diffraction data [3] are given in Table 1. The orthor-
hombic structure can be viewed as a highly distorted
cubic perovskite structure with a quadrupled unit cell
(ac

ffiffiffi

2
p

; ac2; ac

ffiffiffi

2
p

where ac is the lattice parameter of the
cubic perovskite). The relatively small size of Ca2þ leads
to tilting of the octahedra in order to fill the space
efficiently. The tilted octahedra form zig-zag chains
through the corner-sharing linkage. The tolerance factor
is a measure of tilting of the octahedra which is defined
as ðRA þ ROÞ=½

ffiffiffi

2
p

ðRM þ ROÞ	; where RA; RM ; and RO

are the ionic radii for A; M; and O, respectively. The
tolerance factor for CaRuO3 is 0.88 which may be taken
as another measure for the quite large distortion of this
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particular atomic arrangement. The Ru–O–Ru bond
angle is B150
 and the O–Ru–O angle B92
 at 293 K:
The deviation of the Ru–O–Ru angle from 180
 plays an
important role for the ground-state properties of
CaRuO3: In order to evaluate the role of the orthor-
hombic distortion on electronic structure and ground-
state properties, we have done calculations also for a
hypothetical undistorted cubic perovskite structure. For
the calculations on the ideal cubic variant we have used
the experimental equilibrium volume of the orthorhom-
bic structure. We found that it is important to use a
consistent structure for different magnetic configura-
tions to avoid the errors arising from the computational
parameters. So, we have expressed the cubic structure
into an equivalent orthorhombic structure with four
formula units (i.e. a ¼ c ¼ ac

ffiffiffi

2
p

and b ¼ 2ac). For the
electronic structure calculations of Sr1�xCaxRuO3 we
have used the structural description given in Ref. [21].
We have constructed a supercell consisting of four
formula units and periodically replaced Sr by Ca. For
example, Sr0:25Ca0:75RuO3 contains one Sr and three Ca
atoms in the supercell considered for calculations.

Four magnetic arrangements are possible depending
on the interplane and intraplane couplings in perovskite
oxides like Sr1�xCaxRuO3 (Fig. 1). (i) The ferromag-
netic case where both inter- and intraplane couplings are

F. (ii) With interplane AF coupling and intraplane F
coupling the A-AF structure arises. (iii) The opposite
arrangement with interplane F coupling and intraplane
AF coupling is called C-AF structure. (iv) If both the
inter- and intraplane couplings are AF the G-AF
structure arises. A more detailed description of the
different AF orderings is found in Ref. [17].

2.2. Computational details

The full-potential LMTO calculations [22] presented
in this paper are all electron, and no shape approxima-
tion to the charge density or potential has been used.
The base geometry in this computational method
consists of muffin-tin and interstitial parts. The basis
set is comprised of augmented linear muffin-tin orbitals
[23]. Spherical-harmonic expansion of the charge
density, potential, and basis functions were carried out
up to c ¼ 6: The calculations are based on the general-
ized-gradient-corrected density-functional theory as
proposed by Perdew et al. [24].

The SO term is included directly in the Hamiltonian
matrix elements for the part inside the muffin-tin
spheres, hence for a spin-polarized case the size of the
secular matrix is doubled. The present calculations made
use of the so-called multi basis, which is important to
obtain a reliable description of the higher lying
unoccupied states, especially for the optical properties.
The basis included 4s; 4p; and 3d states for Ca, 5s; 5p;
and 4d states for Ru, and 2s; 2p; and 3d states for O.
Earlier studies [16,15] have shown that the magnetic
properties of ruthenates are very sensitive to the k-point
density and hence the k-space integration for the total
energetics was done using the special point method with
284 k points in the irreducible part of the first Brillouin
zone (IBZ) for both the orthorhombic and cubic
structure. The test calculations show that we have used
well-converged k-point set. The experimental studies on
single crystal show that the easy magnetization axis is
along c for CaRuO3 [25] as well as Sr1�xCaxRuO3 [26]
and hence we have chosen [001] as the magnetization
axis for all spin-polarized calculations. Using the
derived self-consistent potentials, the imaginary part of
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Table 1

Crystallographic data for CaRuO3 derived by Rietveld analysis of

PND data collected at 8 K

Parameter PND; 8 K SXD; 296 K

a ðÅÞ 5.5311(2) 5.524(1)

b ðÅÞ 7.6460(3) 7.649(2)

c ðÅÞ 5.3408(2) 5.354(1)

Ca x 0.9443(4) 0.9448(4)

z 0.0125(7) 0.0139(2)

O(1) x 0.0218(4) 0.0258(6)

z 0.5939(4) 0.5920(6)

O(2) x 0.2020(3) 0.2021(5)

y 0.4514(2) 0.4518(3)

z 0.1980(3) 0.1973(4)

Space group Pnma; Ca and O(1) in 4c; Ru in 4b; and O(2) in 8d:

Calculated standard deviations are given in parantheses. Single-crystal

X-ray diffraction (SXD) data taken from Ref. [3] are included for

comparison.

F A-AF C-AF G-AF

Fig. 1. The different types of magnetic ordering considered for the calculations of Sr1�xCaxRuO3:
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the optical dielectric tensor and the band structure of
CaRuO3 were calculated for the G-AF state. The DOS
was calculated using the linear tetrahedron technique.
For the calculations of optical properties 584 k points
are used in IBZ. The knowledge of both the real and
imaginary parts of the dielectric tensor allows calcula-
tions of reflectivity, absorption coefficient, electron
energy-loss spectrum (EELS), and refractive index. For
this purpose we follow the definitions given in Ref. [27].

For metals, the intraband contribution to the optical
dielectric tensor influences the lower-energy part of the
spectra. This has been calculated using the unscreened
plasma frequency obtained from Fermi surface integra-
tion according to the description in Ref. [27]. In order to
calculate the unscreened plasma frequency and orbital-
projected DOS (for G-AF state orthorhombic CaRuO3)
we have used the full-potential linearized augmented
plane-wave (FPLAPW) method [28] in a scalar-
relativistic version, without SO coupling. For these
calculations we used atomic sphere radii ðRMTÞ of 2.1,
2.0, and 1.7 a.u. for Ca, Ru, and O, respectively.
The charge density and the potentials are expanded
into lattice harmonics up to L ¼ 6 inside the spheres
and into Fourier series in the interstitial region. The
basis set included 4s valence states for Ca, 5s; 5p; and
4d for Ru, and 2s and 2p for O. Exchange and
correlation are treated within GGA using the para-
meterization scheme of Perdew et al. [24]. To ensure
convergence, 244 k points in IBZ were used. The results
discussed in the following sections refer to the orthor-
hombic structure except where specifically mentioned as
cubic.

2.3. Experimental

The synthesis of CaRuO3 was performed by a
standard solid-state reaction between well mixed fine
powders of CaCO3 (p.a., Merck; dried at 450
C for 1
day) and RuO2 (99.9%, Aldric). The powder mixture
was pelletized and calcined at 1200
C for 2 days in air.
After cooling to room temperature the sample was
carefully grinded, repelletized and the heat treatment
was repeated.

The thus obtained sample was characterized by
powder X-ray diffraction at 25
C with a Siemens
D5000 diffractometer with reflection geometry using
monochromatic CuKa1 radiation from an incident
beam Ge monochromator. The sample was mounted
on a single crystal Si sample holder, the detector was a
Brown PSD, and the diffraction pattern was collected
over the 2y range 10–90
: All reflections were indexed in
accordance with the structural data for CaRuO3 and the
sample was accordingly considered phase pure.

The sample was also subjected to thermogravimetric
analysis with a Perkin-Elmer TGA7 system in air. A
silica-glass container was used as sample holder. The
heating rate was 10
C min�1 and the sample size was
B50 mg: The heating sequence (temperature in 
C was):
25-1200-500 (held for 5 h) -25: This heat treatment
exposed no mass changes which could have been an
indication of variation in oxygen stoichiometry.

High-resolution PND data (Fig. 2) for CaRuO3 were
collected at 8 and 298 K with the PUS two-axis
diffractometer [l ¼ 1:555 Å; focussing Ge(511) mono-
chromator] accommodated at the JEEP II reactor,
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Kjeller, Norway. The sample was contained in a
cylindrical vanadium holder with 3 mm inner diameter.
A Displex cooler was used at 8 K: The diffraction
pattern was registered by means of two detector banks,
each covering 20
 in 2y and each containing a stack of
seven position sensitive detectors [29]. The General
Structure Analysis System ((GSAS) [30]) was used for
Rietveld refinements of the PND data. Nuclear scatter-
ing lengths were taken from the GSAS library. The
background was modelled as a cosine Fourier series
polynomial (12 terms). The peak shape was modelled by
a pseudo-Voight function. The PND data used for the
least-squares refinements included 2400 data points (2y
range 10–30
; step length 0:05
).

3. Results and discussion

3.1. Magnetic properties

The total energy for different magnetic configurations
obtained from our calculations are given in Table 2.
From this table, it is obvious that CaRuO3 should
stabilize in the G-AF state. The FPLMTO method used

in these calculations is capable of resolving total energy
differences of the order of mRy [31] and we conclude that
the energy differences of the order of meV between
different magnetic configurations are significant. We are
gaining around 26 meV when we include G-AF in the
calculations. Owing to the small exchange splitting in
this material, the energy difference between the different
magnetic configurations is small compared to isostruc-
tural LaMnO3 [17].

Table 3 shows that the Ru magnetic moment of the G-
AF state is larger than that of F state for orthorhombic
CaRuO3: The magnetic moments at the O(1) and O(2)
sites in the direction of Ru are 0.000 and 0:005 mB;
respectively, in the G-AF state, and in the F state, 0.034
and 0:032 mB; respectively. The enhanced moment at the
Ru site in the F state induces more moment in the O site
than that in the AF state. In order to check whether the
octahedral tilting plays a role in stabilizing G-AF, we
have done similar calculations for the hypothetical cubic
perovskite structure of CaRuO3; in all five magnetic
configurations. The results show that one loses a large
amount of total energy in the cubic case indicating that
the energetics associated with the octahedral tilting are
higher than the magnetic energy. Interestingly, the
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Table 2

Total energies (relative to the lowest energy state in meV/f.u.) of Sr1�xCaxRuO3 for the orthorhombic phase in P, F, A-, C-, and G-AF states using

FLMTO with GGA and SO coupling

Compound P F A-AF C-AF G-AF

SrRuO3 89 0 48 63 75

Sr0:75Ca0:25RuO3 69 0 57 47 59

Sr0:5Ca0:5RuO3 111 0 57 84 22

Sr0:25Ca0:75RuO3 27 0 19 4 0.79

CaRuO3 26 19.8 6 4 0

CaRuO3 (GGA without SO) 38 0 9 10 7

CaRuO3 (cubic) 1307 1249 1292 1299 1303

Data for the hypothetical cubic phase of CaRuO3 are included for comparison. For the cubic phase the total energies are given relative to

orthorhombic G-AF phase.

Table 3

Calculated magnetic moment (in mB=Ru atom) for Sr1�xCaxRuO3 in F and A-, C-, and G-AF state

Compound F A-AF C-AF G-AF Total Literature

SrRuO3 0.92 0.67 0.57 0.52 1.43 0:791, 0:852

Sr0:75Ca0:25RuO3 0.78 0.33 0.50 0.33 1.20 0:671

Sr0:5Ca0:5RuO3 0.99 0.78 0.66 0.66 1.51 0:351

Sr0:25Ca0:75RuO3 0.62 ð0:38Þ3 0.30 0.53 0.53 0.77 0:01

CaRuO3 0.28 0.53 0.54 0.59 0.44 1:934, 1:85

CaRuO3 (GGA without SO) 0.65 0.60 0.60 0.62 1.00 —

CaRuO3 (cubic) 0.76 0.43 0.40 0.37 1.20 —

Total refers to the total magnetic moment per formula unit in the F state. The magnetic moments are calculated with FLMTO, GGA, and SO

coupling. Data for the hypothetical cubic phase of CaRuO3 are included for comparison.
1From TB-LMTO-ASA calculations. Ref. [15].
2From experiment, Ref. [32].
3Ru atoms have different magnetic moments depending upon the nearest-neighbors, see text.
4Measured spontaneous magnetic moment per Ru atom, Ref. [33].
5From magnetization measurement, Ref. [8].
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ground state of the hypothetical cubic phase is F
indicating the presence of strong magneto-elastic cou-
pling in this material. In order to understand the role of
the SO coupling on the magnetic properties of ruthe-
nates we have made total-energy studies for all five
magnetic configurations of CaRuO3 neglecting the SO
coupling. For orthorhombic CaRuO3 without inclusion
of SO coupling, the F state represents the lowest energy
configuration with 7 meV=f :u: lower energy than the
G-AF state (Table 2). This strongly suggests that the
SO coupling plays an important role in deciding
the magnetic properties of ruthenates.

The establishment of G-AF as the most probable
ground state motivated a redetermination of CaRuO3

by the PND technique. However, a very careful
examination of the 8 and 298 K PND diagrams
(Fig. 2) [32,35] showed no sign of cooperative long-
range AF ordering at low temperatures (in agreement
with Refs. [11,12]). Hence, the exchange interactions in
CaRuO3 must be short ranged. Recent magnetization
measurements [25] show irreversibility in the zero-field-
cooled and field-cooled characteristics indicating spin-
glass (SG) behavior. Compared with the energy
difference between the G-AF and F states of SrRuO3

(Table 2), the energy differences between the magnetic
states of CaRuO3 are small indicating that SG is a very
likely state for CaRuO3: Some of the common
characteristics of SG states are: (i) Existence of a local
moment. (ii) Absence of long-range magnetic order. (iii)
Higher susceptibility with field-cooled than zero-field
cooled treatment. CaRuO3 is found to possess all these
characteristics (present results and Ref. [25]). In addi-
tion, as a result of the small energy difference between
the magnetic states of CaRuO3; the SG behavior of this
material may also be facilitated by small perturbations
from, say, oxygen nonstoichiometry (MnO exhibits AF
ordering, MnO1:01 shows SG behavior [34]), impurities
(SG behavior is reported in Sn- [35] and Rh-doped [36]
CaRuO3), etc. It may also be recalled that SG behavior
has been observed in La2MnRuO6 [37].

The main reason for SG behavior (magnetic frustra-
tion) of CaRuO3 is the delicate balance between the F
and (various) AF nearest-neighbor interactions. The
energy difference between A-, C-, and G-AF states are
small. Hence a competition among different AF inter-
actions leads to a situation where no single configura-
tion of the moments is uniquely favored by all
interactions. This situation is nothing but magnetic
frustration. A real SG material is expected to have both
long- and short-range terms in the Hamiltonian [38].
Our calculations suggest that AF terms dominate the
cooperative magnetic states of CaRuO3; but PND data
does not reveal any long-range magnetic ordering,
leading to the belief that the AF interactions should be
short-range. So we conclude that CaRuO3 exhibits SG-
like behavior with short-range G-AF ordering. This

observation is consistent with experimental results such
as the susceptibility measurements [10] which suggest a
Weiss temperature of around 160 K and deviations from
Curie–Weiss law which indicate short-range AF inter-
actions (because no long range AF ordering is seen in
PND).

We have performed similar magnetic calculations for
the series Sr1�xCaxRuO3 (x ¼ 0; 0.25, 0.5, 0.75, and 1).
The calculated total energy and magnetic moments are
given and compared with available literature data in
Tables 2 and 3. From the magnetic phase diagram data
in Ref. [39] it is clear that the AF-to-F transition takes
place around x ¼ 0:75 (from experimental studies) and
x ¼ 0:724 from our theoretical study. This provides
additional support for the proposed dominant AF
interactions in CaRuO3:

According to Goodenough [40] a change between F
and AF states may be expected when mFEmAF; the
stable magnetic phase being the one that has highest
magnetic moment. Our calculated results are consistent
with this viewpoint in that the magnetic moments are
found to be larger for the stable magnetic configuration
in Sr1�xCaxRuO3 (see Table 2). Ru obtains two different
moments (0.62 and 0:38 mB=Ru atom) for the F ground
state of Sr0:25Ca0:75RuO3; (Ru with two Ca atoms at
close distance having the higher moment, the other value
refers to Ru with one Sr and one Ca at close distance).
No such distinction between Ru moments was found for
the compositions Sr0:5Ca0:5RuO3 and Sr0:75Ca0:25RuO3:
The special situation for Sr0:25Ca0:75RuO3 being clearly
related to the closeness of this composition to the
change-over between dominant F and AF interaction
(see above).

The calculated magnetic moment at the Ru site for
SrRuO3 is 0:92 mB=Ru atom in good agreement with
0:85 mB=Ru atom obtained from magnetization mea-
surements [8]. As the Ca content decreases in
Sr1�xCaxRuO3; the F interaction becomes stronger
[21] (there are only insignificant changes in the Ru–O
bond distance), following the decrease in the Ru–O–Ru
bond angle from 164
 to 150
: It is the thus weakened
covalent Ru–O interaction (compared to that in
SrRuO3) which makes the G-AF state more stable than
the F state. The crystal orbital Hamiltonian population
(COHP) gives a quantitative measure of the bonding
interaction between two constituents of a compound
[41,42]. The (calculated) integrated COHP for the Ru–O
covalent bond in CaRuO3 and SrRuO3 are 0.22 and
0:23 Ry per unit cell, respectively. Therefore we
conclude that the increased tilting of the RuO6

octahedra resulting from the smaller size of Ca2þ plays
an important role in stabilizing an AF situation in the
SG state of Ca-rich Sr1�xCaxRuO3: It is to be noted that
a the sister-compounds Ca2RuO4 [43] and Ca3Ru2O7

[26] take AF arrangements at low temperature. We have
also made F state calculations for the closely related
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compounds BaRuO3 [11] and LaRuO3 [10] and found
no spontaneous magnetism in these materials (see also
Refs. [10,11,44]). So, long-range magnetic ordering or
SG-like behavior is not a general feature for ruthenates.

3.2. Band structure

Since we have established that the short-range
interaction is of the G-AF type in orthorhombic
CaRuO3; we here present the electronic structure for
this phase. The experimentally determined [44] single-
crystal electrical resistivity classifies CaRuO3 as a poor
metallic conductor (r ¼ 3:7� 10�3 O cm�1 at room
temperature with a positive temperature coefficient).
Fig. 3 shows that a finite number of bands cross the
Fermi level ðEFÞ; implying consistency between experi-
ment and theory. For simplicity only bands in the
energy region �8 to 8 eV are shown in Fig. 3. As Ca
appears to be in a completely ionized state, only Ru and
O have a predominant presence in the valence band
(VB). Around �8 eV; Ru-5s and O-2p electrons show
some presence. In the energy from �8 to �2:5 eV both
Ru 4d and O 2p are dominant and they are hybridized.
The bands in the energy range from �2 to 0:75 eV
mainly originate from Ru 4d with small contributions
from O 2p: From the orbital-projected DOS, it is found
that the bands at EF have predominant Ru-4d (t2g-like)
character. The well-dispersed bands from 1.5 to 5 eV in
the conduction band (CB) stem mainly from Ca-4s and
Ru-4d ðeg-likeÞ electrons. Above 5 eV the bands have

mixed character which makes it quite difficult to
establish their origins.

3.3. DOS

The total DOS for CaRuO3 in all considered magnetic
configurations are shown in Fig. 4. Although these DOS
profiles appear to be similar with respect to energy, they
show appreciable topological differences. In all five
cases, DOS is spread out from �7:75 to �2:5 eV in VB
and a small but finite gap of B0:25 eV opens up around
the latter energy region. An interesting aspect of DOS
for the C- and G-AF states is the occurrence of a valley-
like feature (pseudogap-like feature, called PG-like,
hereafter) in the vicinity of EF (around �0:31 eV). It
should be noted that similar pseudogap feature is
observed [45] experimentally for the closely related
phase BaRuO3: As the PG-like feature is also favorable
for stability, one should expect orthorhombic CaRuO3

to stabilize in a C- or G-AF magnetic structure. A
pseudogap is known to occur due to covalent hybridiza-
tion, exchange splitting, charge transfer, and/or d

resonance [46]. If the valence electrons of the constitu-
ents of a compound exist in the same energy region,
their wave functions will mix strongly with each other
and this covalent hybridization increases the bond
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Fig. 3. Band structure of orthorhombic CaRuO3 in G-type AF state.
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strength by pulling the electrons concerned to lower
energy and thereby produce a pseudogap. In the present
case, apart from the Ru-4d and O-2p hybridization
which splits the t2g-like electrons, the exchange splitting
by the C=G-AF ordering causes the PG-like feature.
Moreover, the PG-like feature is predominant in the
G-AF phase indicating that the nearest neighbor AF
interaction plays an important role in its creation. The
presence of the PG-like feature will contribute to the
total energy as a gain in band energy. Our calculations
show that the gain in the band energy is 66 meV for
G-AF compared with the F state. This finding clearly
shows that the PG-like feature is responsible for the
stabilization of the G-AF phase over the other phases
considered.

However, a closer investigation of the DOS profile for
the G-AF state shows that the PG-like feature is not
exactly at EF (which would have enhanced the stability)
and the location of EF close to a sharp peak-like feature
may in fact, induce a degree of instability to the phase.
This provides an additional hint as to why long-range
antiferromagnetic ordering is lacking in CaRuO3:
Oxygen nonstoichiometry and hole doping can bring
EF towards the PG-like feature and stabilize the G-AF-
type ordering. This may explain why long-range AF
ordering has been reported for some CaRuO3 samples
[9]; Na-doped [32] and 1%-Fe-doped CaRuO3 (Möss-
bauer spectroscopy at 4:1 K [25]). The calculated DOS
at EF ½NðEFÞ	 for the G-AF phase is 58.4 states/(Ry f.u.)
and this yields a electronic specific-heat coefficient of
10:13 mJ=mol K2 without including electron-phonon
mass-enhancement effect and spin fluctuations. The
experimental electronic specific-heat [25] at low tem-
perature for a single crystal is 77:5 mJ=mol K2:

The total DOS of cubic CaRuO3 for all five magnetic
configurations is shown in Fig. 5. Substantial differences
in the DOS profiles are seen between the cubic and
orthorhombic phases (Fig. 4, 5). Notably the small band
gap of B0:25 eV around �2 eV and the sharp peak-like
feature at �2:25 eV are absent for the cubic phases.
However, more significantly, EF falls on a peak for all
AF states of the cubic variant (an exchange splitting of
B0:5 eV is seen for the F state). As the location of EF at
a peak in DOS is unfavorable for stability, CaRuO3

does not take the cubic arrangement. The total energy
for all magnetic configurations of the cubic phase is
moreover higher than those of the orthorhombic phase
(see Table 2). Another interesting aspect is the absence
of the PG-like feature for the cubic phase which implies
that the occurrence of the feature in the orthorhombic
AF phases is mainly due to octahedral tilting and
further deepened by the exchange splitting. The ex-
change splitting of Ru 4d in G-AF orthorhombic
CaRuO3 is B0:38 eV compared with 3:34 eV for Mn
3d in A-AF LaMnO3 [17]. This is because, owing to the
broader nature of 4d compared with 3d states, the

magnetic moments of 4d elements (0:58 mB for Ru in
G-AF CaRuO3) is smaller than those of 3d elements
(3:43 mB for Mn in A-AF LaMnO3 [17]). On going from
A- to G-AF orthorhombic CaRuO3 the magnetic
moment at the Ru site increases. Our calculated value
for the exchange energy of CaRuO3 is comparable with
that for the closely related SrRuO3 (0.5 and 0:65 eV
from experimental [47] and theoretical [48] studies,
respectively). Further, due to the tilting of the RuO6

octahedra, the Ru–O hybridization interaction in
CaRuO3 is smaller than that in SrRuO3 and hence the
Ru-4d electrons are more localized and favor AF
ordering for CaRuO3:

More insight into the electronic structure can be
obtained by looking at the site-, spin-, and angular-
momentum-projected DOS (Fig. 6). Ca-4s and -4p

electrons have only feeble presence in VB, the indication
that Ca is in a completely ionized state, donating almost
all its electrons to O 2p: In the lowest energy range (�20
to �17 eV) the DOS is dominated by O-2s electrons with
small contribution from Ru-5s and -5p electrons. The
predominant presence of Ru-4d and O-2p states between
�7.5 and EF implies hybridization between these
electrons. The PG-like feature is present both in Ru 4d

and O 2p; indicating that the d–p hybridization is one of
the reasons for the occurrence of the PG-like feature.
The two O positions have somewhat different DOS. The
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sharp peak around �7:8 eV is not so well-defined for
O(2) as for O(1), indicating formation of p–d s bonding
along c:

Earlier studies show that [1] the direct Ru–Ru
interaction has been ruled out by the larger Ru–Ru
separation ð5:60 ÅÞ compared with, say, 2:65 Å in
metallic Ru. However, our calculations show that more
than 50% of the DOS at EF (4.29 states eV�1 f :u:�1) is
contributed by the Ru-4d electrons. This indicates that
the Ru-4d electrons participate appreciably in the
metallic conduction. Compared with CaRuO3; the
magnetic moment at the O site in SrRuO3 is very large
[16] (some 40% of the total moment resides at the O site)
and this distinction is due to the tilting of octahedra in
CaRuO3 and also the AF ordering which yields lower
induced moments at the neighbors.

In order to obtain more insight about the Ru-4d

states in CaRuO3; we show the orbital-projected DOS in
Fig. 7. In the hypothetical cubic crystal structure, the d

orbitals split into doubly-degenerate eg-like (dz2 and
dx2�y2 ; we call it eg; usually close to EF) and triply-
degenerate t2g-like (dxy; dxz; and dyz; we call it t2g;
usually well-localized) states. However, owing to the
large tilting of the octahedra in orthorhombic CaRuO3;
the t2g orbitals lie close to EF while the eg orbitals are

spread out over a wide energy range in VB and CB.
From Fig. 7 it is clear that t2g-electrons mainly
participates in the magnetism of CaRuO3: The crystal-
field-splitting energy (10Dq) obtained from our orbital-
projected DOS is around 2:5 eV and this value is
comparable with 3:0 eV obtained from optical measure-
ments [20] and in agreement with 2:5 eV obtained for
SrRuO3 by Singh [48] from LAPW calculations. The
fact that 10Dq for CaRuO3 is larger than that calculated
for A-AF LaMnO3 (B1:2 eV [17]) reflects the extended
nature of 4d orbitals compared with 3d orbitals. Also,
the strong orthorhombic distortion along with the
anisotropic Coulomb potential due to the surrounding
oxygen ions could influence the Ru-4d orbitals appre-
ciably. The large contribution from t2g over eg electrons
at EF indicates that the t2g electrons are mainly
responsible for not only the magnetic properties but
also for transport properties. (In LaMnO3 the t2g

electrons contribute to magnetism and the eg electrons
to the transport properties.) Another notable aspect of
the DOS profiles is that the PG-like feature is present for
all t2g orbitals. Owing to the tilting of octahedra, the t2g

orbitals participate more than the eg orbitals in the
covalent bonding with O 2p; and hence each of them has
different DOS profiles depending upon their orientation
whereas the topology of the DOS curves for the eg
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electrons do not differ much and these electrons do not
participate much in the magnetism of CaRuO3:

From the optical properties study [19] it has been
suggested that Ru ions are in a low spin t42ge0g
configuration. In this case the eg states would be empty
and the t2g states would have around 4 electrons. Our
orbital-projected DOS (Fig. 7) shows that around 1.3
electrons are present in the eg states and their contribu-
tion to the magnetism is negligibly small (B0:03 mB=Ru
atom). Our calculation shows that around 3.3 electrons
are present in the t2g states and that they are responsible
for the magnetism (B0:55 mB=Ru atom). So, the Ru
ions are clearly not in a low-spin state in CaRuO3 and
the relatively small moment in this compound originates
from the smaller exchange splitting which in turn reflects
the extended nature of the 4d orbitals.

4. Excited state properties

4.1. Optical properties

A deeper understanding of electronic structures can
be obtained by studying optical spectra which not only
give information about the occupied and unoccupied

states, but also about the character of bands. Therefore
we have calculated optical properties for orthorhombic
G-AF CaRuO3 (Fig. 8) and compared them with
available experimental data by [20,47,49–53]. Since
CaRuO3 is a metallic conductor, it is important to take
into account the intraband contributions to the optical
transitions in addition to the interband transitions. We
have made use of the FPLAPW (WIEN97) code [28] for
this purpose. The calculated unscreened plasma fre-
quency ðopÞ along the crystallographic directions a

ð0:86 eVÞ and b ð0:83 eVÞ are almost the same. How-
ever, op along c takes a somewhat smaller value
ð0:66 eVÞ indicating some anisotropy in the transport
properties. Due to the PG-like feature near EF in
CaRuO3 the op values are much smaller than in other
transition-metal compounds. The wavelength corre-
sponding to op along c ð5323 cm�1Þ is somewhat larger
than that ð4115 cm�1Þ obtained from infrared reflectiv-
ity measurement [50]. The discrepancy between experi-
ment and theory can be due to thin films used in the
experiments while our results are for a perfect single
crystal at low temperature. Moreover, the plasma
frequency obtained experimentally is estimated from
the free-electron approximation which is not strictly
valid for transition-metal compounds.

As there should be one-to-one correspondence be-
tween band structure and optical spectra, we look first at
the imaginary part of the optical dielectric tensor ½e2ðoÞ	:
The transitions between the Ru-4d states should be
forbidden for an isolated atom. However, in CaRuO3;
owing to the hybridization between Ru 4d and O 2p and
the local lattice distortions, optical transitions between
the Ru-4d states are possible [47]. The peak around
1:8 eV (interpreted as on-site Coulomb-repulsion en-
ergy) in e2ðoÞ is due to such intra-atomic transitions and
is in good agreement with the value 1:7 eV obtained
from optical measurements [20]. The smaller value of U

for CaRuO3 compared with that obtained [17] for
LaMnO3 ðB2:22 eVÞ indicates that the correlation
effects for CaRuO3 is of little significance compared
with 3d transition-metal oxides. A sharp peak in the
lower-energy region ðo1 eVÞ in the spectrum originates
from intraband transitions facilitated by the metallic
nature of CaRuO3: However, in the experimental
spectrum [49] for thin films no such peak is found,
whereas such a peak-like feature is observed for SrRuO3

films where it is attributed to Drude-like carrier
absorption. The fact that no peak is observed for
CaRuO3 films is explained [49] by closeness to a metal–
insulator boundary. Strain induced substitution of the
small Ru4þ by the larger Ca2þ leads to metal–insulator
transition in epitaxial thin films of CaRuO3 [4].
However, as the electronic structure calculations and
experimental transport properties [26] predict metallic
features for a single crystal of CaRuO3 one should really
expect a peak in the experimental single-crystal spectra
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optical dielectric tensor ½e1ðoÞ	: The right panel shows refractive index

½nðoÞ	; electron energy loss function (EELS), and absorption

coefficient [IðoÞ in 105 cm�1]. Experimental data are taken from

Ref. [49] (Expt. 1) and Ref. [53] (Expt. 2).
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at the energy concerned. Consistent with this expecta-
tion a recent reflectivity measurement [53] has found
such a feature (see the experimental reflectivity spectrum
in Fig. 8). The two-peak features at 1.84 and 2:80 eV in
the e2ðoÞ spectra originate from transitions from Ru
4dðt2g) to O 2p (interband) and from O 2p to unoccupied
Ca-s and Ru-4d ðegÞ states, respectively. In order to
check whether optical anisotropy is present in orthor-
hombic G-AF CaRuO3; we have calculated direction-
resolved spectra and show them in the same panel of
Fig. 8. Some anisotropy is present in the energy range 2–
4 eV; otherwise the spectrum is isotropic in whole
energy region shown. We have also calculated the
optical properties for the F case, and observed negligible
optical anisotropy. The calculated optical e1ðoÞ spec-
trum is compared in Fig. 8 with available experimental
data [49]. It is in good agreement with the experimental
results in the energy range 1.5–5 eV: Our findings show
well-dispersed bands in CB between 2 and 4 eV (Fig. 3),
consequently the peaks above 3 eV are not very sharp.

The calculated reflectivity spectrum shows a good
correspondence with that experimentally obtained be-
low 5 eV for CaRuO3 thin films [53]. The present
calculations of the dielectric function only pertain to the
electronic response and do not include the effects of
lattice vibrations which dominate the lower-energy part
of the spectrum. Consistent with the predicted metallic
behavior, CaRuO3 shows a large reflectivity in the
lower-energy region. The overall good agreement
between the theoretical and experimental optical spectra
implies that the present calculations are able to well
reproduce the electronic structure of CaRuO3:

The refractive indices for a crystal are closely related
to the electronic polarizability of the constituents and
the local field inside the crystal. The calculated refractive
indices [nðo); resembling the real part of the dielectric
tensor] for CaRuO3 is shown in the lower-right panel of
Fig. 8. The calculated electron energy loss spectrum
(EELS; resembling the imaginary part of the dielectric
tensor) in Fig. 8 shows peaks at 1.2 and 3:3 eV
correspond to the screened plasma frequencies. The
calculated absorption coefficient ½IðoÞ	 is shown in the
top-right panel. No experimental data for these optical
characteristics are available.

4.2. UPS, XPS, and XANES

The fully relativistic angle-resolved intensity of the
spectrum is obtained as a product of partial, angular-
momentum-dependent cross-sections and partial DOS.
The relativistic cross-sections are calculated using the
muffin-tin part of the potential over the energy range of
the DOS functions for the fixed incident-photon energy.
This has been evaluated for the potentials and DOS
functions from the self-consistent fully-relativistic full-
potential LMTO calculations. However, for the sake of

brevity we have not presented the details of the
elaborate theoretical method used and refer instead to
Ref. [17] for a description. To be consistent with the
reported photoemission spectra (PES), we have made all
calculations with a fixed incident photon energy of
21:2 eV (corresponding to He(I) source) for UPS and
1486:6 eV (corresponding to AlKa source) for X-ray
photoemission spectra (XPS). The calculated spectra
enable us to compare our band-structure findings with
the available experimental results. Moreover, the origin
of the experimentally observed peaks can be determined
by site-resolved PES. From the upper panel of Fig. 9, it
is seen that our calculated spectrum correctly reproduces
the experimental spectra [51,52] in the energy region �6
to 0 eV: In both theoretical and experimental spectra EF

is fixed at 0 eV: A small shoulder-like peak closer to EF

(at B1:6 eV) is due to the presence of the O(1)-2s and
Ru-4d electrons. The strongest peak near �4 eV (which
is observed in both experimental studies) has main
contributions from O(1) electrons at the apex of the
octahedron. From the partial DOS analysis we have
already seen that although O(1) and O(2) fall in the
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same energy region, they exhibit notable differences. It
should further be emphasized that O(2) contributes very
little to the peak under consideration. Since Ca2þ does
not have a considerable number of electrons in VB, its
contribution to the spectra in the whole energy range is
negligible.

The valleys around �5 eV in the calculated UPS is
absent in both experimental spectra due to the following
fact. Experimental UPS usually include contributions
from inelastically scattered secondary electrons at lower
energies which are not taken into account in the
theoretical spectrum. Consistent with this viewpoint
Cox et al. [52] found a strong peak-like feature at �8 eV
which is attributed to the inelastically scattered second-
ary electrons.

The calculated XPS is shown in the lower panel of
Fig. 9 which shows that the peak features in the
calculated spectrum agrees extremely well with the
experimental spectrum [51] over the entire energy range.
As mentioned above, the intensity of the peaks depends
upon the partial DOS as well as cross-sections of the
constituents of the compound. The first peak around
�6 eV is mainly contributed by Ru-4d (eg-like) elec-
trons. The second peak at �4 eV reflects the combined
contributions of the O-2p and Ru-4d electrons. The
prominent peak at B� 1 eV is due to narrow Ru-4d

(t2g-like) electrons which are also responsible for the
magnetism of this material. As the UPS and XPS give

information about electronic distribution in VB only,
the intensity contributions above EF in the experimental
spectra have no physical meaning and hence this aspect
is not commented here.

The calculated O K- and Ru K-edge XANES for
orthorhombic CaRuO3 is shown in Fig. 10. The
theoretical O K-edge XANES is found to be in good
agreement with the experimental spectra in the lower-
energy region. No experimental Ru K-edge XANES is
available for comparison.

5. Conclusions

In order to settle the controversy about the magnetic
ground state of CaRuO3; we have carried out general-
ized-gradient-corrected fully-relativistic full-potential
calculations for Sr1�xCaxRuO3 (x ¼ 0; 0.25, 0.5, 0.75,
and 1) in P, F, and A-, C-, and G-AF magnetic
configurations for the experimentally observed orthor-
hombic as well as a hypothetical cubic (perovskite
aristotype) CaRuO3 and summarized our results as
follows.

1. Among the five different magnetic configurations,
the orthorhombic G-AF phase is found to have the
lowest total energy and highest Ru magnetic moment.
However, as low-temperature powder neutron diffrac-
tion examination has not shown any magnetic peaks, we
conclude that CaRuO3 is in a spin-glass state with
dominant short-range antiferromagnetic interactions.

2. Owing to the relatively small size of Ca2þ the RuO6

octahedra are tilted which in turn lead to weak
hybridization between the Ru-4d and O-2p electrons
resulting in AF ordering. The G-AF type exchange
interaction produces a pseudogap-like feature in close
vicinity of EF for orthorhombic CaRuO3 which gives
extra contribution to stability in this system.

3. The cubic CaRuO3 phase would be stabilized in the
F state and the total energies for different magnetic
configurations of the cubic phase are much higher than
those of the corresponding orthorhombic phases imply-
ing that orthorhombic phase is the ground state.

4. The total-energy and magnetic-property studies for
Sr1�xCaxRuO3 show that this solid-solution phase
obeys Goodenough’s supposition that magnetic com-
pounds stabilize in the state with the highest magnetic
moment.

5. Ru in CaRuO3 are not in the low-spin state. The
relatively low magnetic moment of CaRuO3 is due to the
small exchange splitting resulting from the extended
nature of the 4d orbitals.

6. The electronic structure study shows that CaRuO3

is metallic in agreement with experimental findings.
7. The orbital-projected DOS shows that the t2g

electrons mainly contribute to the magnetic and trans-
port properties of CaRuO3:
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The experimental O K-edge spectrum is taken from Ref. [20].
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8. The calculated optical properties of orthorhombic
G-AF CaRuO3 are found to be in good agreement with
available experimental spectra. Our theoretically calcu-
lated spectral data for orthorhombic G-AF and F
CaRuO3 are found to be nearly isotropic.

9. The calculated ultra-violet photoemission and X-ray
photoemission spectra are in good agreement with
experimental spectra in the energy range considered. The
same applies to the O K-edge X-ray absorption spectrum
(the Ru K-edge spectrum has also been calculated, but no
experimental data are available for comparison).
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Huge magneto-optical effects in half-metallic double perovskites
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Using generalized-gradient-corrected full-potential density-functional calculations we have studied the
magneto-optical properties of double perovskitesA2BB8O6, A=Ca, Sr, and Ba;B=Fe; andB8=Mo, W, and Re.
Sr2FeWO6 has the maximum polar Kerr rotation of 3.87° and specific Faraday rotation of 4.5
3105 deg cm−1. All other compounds have Kerr rotation more than 1°, except Ca2FeMoO6 which has maxi-
mum Kerr rotation of 0.5°. Our electronic structure studies show that all these compounds are half-metallic in
the ferromagnetic configuration. The large Kerr rotation is found to be due to the combined effects of relatively
large exchange splitting from Fe, large spin-orbit coupling due to 4d or 5d elements, large offdiagonal con-
ductivity, and half-metallicity.

DOI: 10.1103/PhysRevB.70.184414 PACS number(s): 78.20.Ls, 71.20.2b, 78.20.Ci

Materials with large magneto-optical(MO) effects have
attracted a lot of attention in both basic and applied research.
The motivation stems from desire to develop erasable MO
memories and high density disks with MO readout. How-
ever, it is still a challenging problem to find a material with
large MO rotation and also possessing a collection of neces-
sary magnetic properties.

The interaction of electromagnetic radiation with magne-
tized matter manifests itself as MO effects. The MO effect
due to reflection is called MO Kerr effect(MOKE) and that
due to transmission is called MO Faraday effect. Plane-
polarized light, when reflected from a metal surface or trans-
mitted through a thin film that has nonzero magnetization
will become elliptically polarized with ellipticity(eK in re-
flection mode andeF in transmission mode). The major axis
is rotated by the angleu (uK in reflection mode anduF in
transmission mode) relative to the polarization axis of the
incident beam. The MOKE is of three major types, polar,
longitudinal, and equatorial. The polar Kerr effect for which
the direction of the macroscopic magnetization of the ferro-
magnetic material and the propagation direction of plane po-
larized incident beam are perpendicular to the plane of the
surface, is the most interesting case and used in practical
applications. Digital information, which is suitably stored in
a magnetic material can be read out using MOKE. In a trans-
mission mode larger values of the Faraday rotationsuFd are
clearly an advantage for technological applications.1

Transition-metal oxides with ordered double-perovskite
structure,A2BB8O6 (A=Ca, Sr, and Ba;B=Fe, andB8=Mo,
W, and Re) have begun to attract the interest of material
scientists as magnetoresistive(MR) materials. These com-
pounds are considered as an attractive alternative to the man-
ganese compounds. As MR in manganites is observed near
the ferromagnetic transition temperaturesTCd, normally be-
low room temperature, it is difficult to fully exploit the po-
tential of manganites.2

A lot of efforts have been paid to study the magnetic and
MR properties ofA2BB8O6. A majority of these compounds
are half-metallic ferromagnets(HMF) or ferrimagnets with
TC in the range of 300–450 K. These compounds also have
large perpendicular magnetic anisotropy due to noncubic

structure, large magnetic moment onB, large spin-orbit(SO)
coupling fromB8, and various possibilities to substitute the
A, B, or B8 ions. As they have many of the salient features of
potential MO materials, we attempt to study the MO proper-
ties of these materials. From full-potential density-functional
calculations we show that, in addition to MR applications,
A2BB8O6 can be considered as potential candidates for MO
applications. We found good agreement between the calcu-
lated and the available experimental MOKE spectra which
motivates us to predict MO properties for other compounds
in this series. Sr2FeWO6 (SFWO) is found to have the maxi-
mum polar Kerr rotation(23.87°) and all other compounds
have more than 1°, except Ca2FeMoO6 (CFMO; 20.5°). In-
terestingly, maximum specific Faraday rotationsuFd of all the
compounds is found to be more than 13105 deg cm−1. The
present work is the first to find such a large MO effect among
perovskitelike and double perovskite oxides.

In the ordered double perovskitesA2BB8O6, the
transition-metal sites are occupied alternatively by different
cationsB and B8. Oxygen atoms bridge betweenB and B8,
forming alternating octahedra withB or B8 as central atom.
Owing to the smaller ionic size of Ca2+, alternating FeO6 and
B8O6 (B8=Mo, W and Re) octahedra are tilted considerably,
leading to a monoclinic structure(space groupP21/n).
Sr2FeMoO6 (SFMO) and SFWO are tetragonal with space
group P42/n and I4/m, respectively, whereas Sr2FeReO6
(SFRO) is cubic with space groupFm3m like other Ba-
containing compounds. The monoclinic and tetragonal ar-
rangements have two formula units and the cubic variants
have one formula unit per unit cell. For Ca2FeWO6 (CFWO),
Ba2FeWO6 (BFWO), and SFRO, though the crystal structure
is known as cubic, explicit structural parameters are not
available. Hence we have obtained the optimized structural
parameters by force and stress minimization using the pro-
jected augmented wave implementation of the Viennaab ini-
tio simulation package(VASP).3 All the studied compounds
except SFWO are experimentally found to be ferrimagnetic
metals or half-metals with antiparallel spin alignment be-
tween Fe andB8 moments. SFWO is found to be an antifer-
romagnetic insulator4 with TN<37 K. Readers are referred
to Refs. 5–10 for a detailed crystal and magnetic structure
informations.
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The full-potential linear muffin-tin orbital(FPLMTO)
calculations11 presented in this paper are all electron, and no
shape approximation to the charge density or potential has
been used. The basis set is comprised of augmented linear
muffin-tin orbitals.12 The calculations are based on the
generalized-gradient-corrected density-functional theory as
proposed by Perdewet al.13 The SO coupling term is in-
cluded directly in the Hamiltonian matrix elements for the
part inside the muffin-tin spheres, hence for spin-polarized
cases the size of the secular matrix is doubled. We used a
multibasis in order to ensure a well-converged wave func-
tion. As experimental polar Kerr rotation is measured by ap-
plying an external magnetic field in order to bring about the
perpendicular anisotropy, we calculated the MO spectra in
the ferromagnetic configuration. For ferromagnetic calcula-
tions, the easy magnetization axis is considered along[001].
For the total-energy study thek-space integration is done
using a minimum of 192k points in the irreducible part of
first Brillouin zone(IBZ) and for the optical and MO studies
a minimum of 420k points were used in IBZ, depending on
the crystal structure.

Because of the metallic nature, a dominant contribution to
the optical tensor comes from intraband transitions in the
lower-energy region. The intraband contribution to the diag-
onal components of the conductivity is normally described
by the Drude formula,

sDsvd =
vP

2

4ps 1
t − ivd , s1d

wherevP is the unscreened plasma frequency andt is the
relaxation time which characterizes the scattering of charge
carriers, depends on the amount of vacancies and other de-
fects, and therefore varies from sample to sample. Our expe-
rience show that if we uset around 0.3 eV we get good
agreement with the experimental spectra. So, we have usedt
as a parameter with the value 0.3 eV for all our calculations.
ThevP depends on the concentration of charge carriers. The
extraction of Drude parameters from the experimental data
requires a free-electronlike region in the optical spectra
which does not exist for the compounds studied here. As the
experimental determination of Drude parameters is intrinsi-
cally difficult, we have chosen an alternative path. We have
calculated the spin resolved unscreened plasma frequency by
integrating over the Fermi surface using the full-potential
linearized augmented plane-wave method as implemented in
WIEN2K.14 The calculations yield the unbroadened absorp-
tive part of the optical conductivity tensor. The interband
transitions are affected by scattering events which are phe-
nomenologically described by using a finite lifetime. Since
the lifetime of an excited state generally decreases with in-
creased excitation energy, it is relevant and more appropriate
to broaden with a function whose width increases with exci-
tation energy. Thus, broadening the calculated optical spectra
was performed by convoluting the absorptive optical conduc-
tivity with a Lorentzian, whose full width at half maximum
(FWHM) was set to 0.01 eV, at photon energy 1 eV. The
experimental resolution was simulated by broadening the fi-
nal spectra with a Gaussian of constant FWHM equal to 0.02

eV. The dispersive parts of the components of the optical
conductivity were calculated with a Kramers-Kronig trans-
formation.

With the magnetic moment in the[001] direction of the
crystal, the form of the optical conductivity tensor is

s = 1 sxx sxy 0

− sxy sxx 0

0 0 szz
2 . s2d

The Kerr rotationsuKd and Kerr ellipticity seKd can be writ-
ten as

uK + ieK =
− sxy

sxx
Î1 + 4pi

v sxx

. s3d

Similarly, the Faraday rotationsuFd and Faraday ellipticity
seFd are given by,

uF + ieF =
vd

2c
sn+ − n−d, s4d

whered is the thickness of the film,c is the velocity of light
in vacuum, andn+ and n− are the refractive indices of the
circular waves and given by the eigenvalues of the dielectric
tensor. In terms of conductivities they are given as

n±
2 = 1 +

4pi

v
ssxx ± isxyd. s5d

A detailed description of optical and MO calculation is given
in Refs. 15 and 16.

The ferromagnetic calculations of all the compounds con-
verge to be ferrimagnetic, viz., the magnetic moments of Fe
andB8 are antiparallel to each other. The magnetic moment
of Fe is found to be around 3.5mB with SFMO having the
maximum Fe moment of 3.57mB. The magnetic moment of
B8 ranges from −0.1 to −0.7mB with maximum moment pos-
sessed by Re ions. The total magnetic moment is nearly an
integer, i.e., 3.06 or 3.99mB/ f .u. Our electronic structure
studies show that all the compounds are half-metallic(HM)
in the ferromagnetic state. They have a small band gapsEgd
in the majority-spin channel and a finite number of states at
the Fermi levelsEFd in the minority-spin channel. The mag-
nitude of Eg of all the compounds is given in Table I. The
calculated electronic structure and magnetic moments are in
good agreement with other ferromagnetic calculations19,20

for Sr2FeB8O6, whereB8=Mo, W, and Re. TheEg value for
SFMO, SFWO, and SFRO is 0.59, 1.36, and 0.56 eV, respec-
tively. The site-projected density of states for the above-
mentioned compounds is shown in Fig. 1. In all the three
compounds Sr is completely ionized, hence electrons are in
the conduction band from 4 to 8 eV. BelowEF, the majority-
spin channel is mainly occupied by Fe 3d orbitals and O 2p
orbitals. In particular, Feeg orbitals are closer toEF (from
22 to 0 eV) and Fet2g orbitals are present from28 to 22
eV with prominent densities from24 to 22 eV. The B8
orbitals are antibonding in the majority-spin channel witht2g
orbitals aboveEF (from 0.25 to 2 eV) and eg orbitals are
higher-lying(from 4 to 7 eV). The W antibondingt2g orbitals
in SFWO are present between 1–2 eV, making itsEg larger
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compared to the other two compounds, whereas the Ret2g
orbitals are just aboveEF (from 0.25 to 1.4 eV). In both spin
channels O 2p orbitals are present from28 to 22 eV. The
B8 d orbitals are well hybridized with O 2p orbitals so that
the bonding states are well-localized(from 28 to 26 eV)
and antibonding states are aboveEF. The states present atEF
in the minority-spin channel is due to the hybridized Fe and
B8 t2g orbitals. A more detailed analysis of magnetic and
electronic properties will be given elsewhere.21

The polar Kerr rotation and Kerr ellipticity spectra for
Ca2FeB8O6, Sr2FeB8O6, and Ba2FeB8O6 are given in Figs.
2–4. The peak value of the Kerr rotation for each compound
along with the energy at which it occurs is given in Table I.

The calculated Kerr spectra are compared with the available
experimental spectra forA2FeMoO6 (whereA=Ca, Sr, and
Ba). The magnitude of the calculated Kerr rotation peaks for
CFMO and SFMO agrees very well with that of experiment
(at 101 K), but for BFMO theoretical calculations overesti-
mate the magnitude. The position of theoretical MOKE
peaks are somewhat shifted in relation to the experimental
ones. In general, the peaks of calculated optical conductivi-
ties and polar Kerr spectra are displaced toward higher ener-
gies with respect to experimental spectra.16 This may be due
to the fact that DFT overestimates the 3d-band width which
in turn affects the optical and MO spectra peaks to shift
toward higher energy. This can be artificially corrected by
increasing lattice parameters which gives narrower bands or

FIG. 2. Polar Kerr rotationsuKd and Kerr ellipticityseKd spectra
for Ca2FeB8O6 whereB8=Mo, W, and Re. Experimental data for
CFMO are from Ref. 17.

TABLE I. Magnitude of energy gapsEgd in majority-spin channel, maximum Kerr rotationuKmax, maxi-
mum specific Faraday rotationuFmax, and maximum figure of merit(FOM; in Kerr configuration) for
A2FeB8O6 (whereA=Ca, Sr, and Ba;B8=Mo, W, and Re.) The values in the parenthesis indicate the energy
(in eV) at which the maximum occurs.

Composition EgseVd uuKmaxu sdegd uuFmaxu s105 deg cm−1d FOM(deg)

Ca2FeMoO6 1.02 0.50(1.25) 1.73 (3.20) 0.23 (2.06)

Ca2FeWO6 1.09 1.32(1.89) 2.28 (1.00) 0.50 (1.90)

Ca2FeReO6 0.19 1.04(1.43) 3.15 (2.48) 0.62 (1.10)

Sr2FeMoO6 0.59 1.21(1.96) 1.04 (1.91) 0.44 (1.92)

Sr2FeWO6 1.36 3.87(1.55) 4.50 (1.48) 1.63 (1.50)

Sr2FeReO6 0.56 1.84(1.72) 3.67 (4.83) 0.90 (1.80)

Ba2FeMoO6 0.93 1.46(0.87) 2.05 (3.25) 0.62 (1.60)

Ba2FeWO6 1.80 1.70(2.83) 4.43 (3.15) 0.69 (2.60)

Ba2FeReO6 0.53 1.51(1.54) 3.10 (2.90) 0.65 (1.54)

FIG. 1. Site-projected density of states for Sr2FeB8O6 where
B8=Mo, W, and Re.
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by performing GW-corrected calculations of MO spectra.
However, it has to be mentioned that the experimental peak
positions are sample-dependent23 (see for example the Pt-
MnSb case in Ref. 24) and appear to depend on stoichiom-
etry, homogeneity, impurities, etc., whereas the magnitude
depends on sample preparation, annealing, etc. One month
after polishing samples exhibit a marked aging effect com-
pared to the sample just after polishing.18 The magnitude is
enhanced by a factor of 1.5 and the center(or zero-crossing)
shifts toward the longer wavelength side.17 Moreover, we can
see that the experimental Kerr rotation peaks forA2FeMoO6
are almost doubled at 101 K compared to that at room tem-
perature. It has to be mentioned that we have calculated the
MO properties for single crystals at low temperature and
hence it is more appropriate to compare our results with the
experimental spectra measured at low temperatures for single
crystals.

In an attempt to understand the reason for huge MO ef-
fects on the studied compounds, we show reflectivity and
conductivity spectra forA2FeB8O6 in Fig. 5. In the top-left
panel reflectivities of SFMO, SFWO, and SFRO are shown
along with the available experimental spectra for SFMO.
Though the essential features of the theoretical spectrum are
comparable to that of experimental spectra, the former is
shifted by,0.5 eV toward higher energy region. However, it
has to be noted that even the experimental spectrum mea-
sured at 10 K is shifted toward higher energy in relation to
that measured at 300 K. As mentioned earlier, it would be
more appropriate to compare our theoretical spectra with ex-
perimental spectra at low temperature. Moreover, the reflec-

tivity spectra exhibit remarkable aging effects due to oxida-
tion of the surface of the samples(similar to Kerr spectra).
The amplitude of reflectivity for the sample just after polish-
ing is more than two times larger than that of the sample one
month after polishing(as seen in the experimental spectra for
SFMO in Fig. 5). A dip in the reflectivity spectra in the lower
energy region(around 1.7 eV) has been experimentally in-
terpreted as due to the plasma resonance of conduction elec-
trons in the crystal since the diagonal and offdiagonal ele-
ments of the dielectric tensor is expected to exhibit an
anomaly near the plasma edge.25 Therefore both reflectivity
and Kerr spectra are affected by this. In order to check
whether the dip around 1.7 eV is really due to plasma reso-
nance, we have also calculated the electron energy loss spec-
trum (EELS). The function representing characteristic energy
losses(or plasmon oscillations) is proportional to the prob-
ability that a fast electron moving across a medium loses
energy per unit length. Generally speaking, plasma reso-
nances manifest themselves as rather distinct peaks in the
EELS,26 and are thus a feature easily observed experimen-
tally. The EELS for SFMO, SFWO, and SFRO show promi-
nent peaks at 1.62, 1.49, and 1.14 eV, respectively. The re-
flectivity spectra of SFWO and SFRO also show a dip at 1.3
and 1.6 eV, respectively. Hence, the dip observed in these
compounds is due to the plasma resonance. However, no
experimental reflectivity spectra are available for SFWO and
SFRO to compare our theoretical spectra with. As Kerr spec-
tra show peaks for all these compounds in the energy region
1–2 eV, plasma resonance also plays an important role in the
uKmax values(Fig. 5).

The real part of diagonal conductivity of SFMO is in rea-
sonable agreement with the available experimental spectra,

FIG. 4. Polar Kerr rotationsuKd and Kerr ellipticityseKd spectra
for Ba2FeB8O6 whereB8=Mo, W, and Re. Experimental data for
BFMO is taken from Ref. 17.FIG. 3. Polar Kerr rotationsuKd and Kerr ellipticityseKd spectra

for Sr2FeB8O6 where B8=Mo, W, and Re. Experimental data for
SFMO are taken from Ref. 17(Expt. 1) and Ref. 22(Expt. 2).
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except that the amplitude of theoretical spectra is higher than
that of experimental spectrum in the lower energy region. As
experimental spectra are derived through Kramers-Kronig
transformation of reflectivity spectra, there is slight discrep-
ancy. The Drude component is involved in the theoretical
conductivities, which will enhance the amplitude in the
lower energy region. Around 0.5 eV, a small bump is ob-
served which is due to Feeg

↑ to Mo t2g
↑ transition. The peak at

4 eV observed by experiments is shifted to 3 eV, instead a
small bump is seen at 4 eV. This peak is attributed to the
O 2p to hybridizedt2g

↓ of Fe and Mo. In the case of SFWO,
two prominent peaks occur around 4 and 4.5 eV. The first
peak is due to O 2p to Fe t2g

↓ transition and the second peak
is due to O 2p to W t2g

↑ transition. Around five peak struc-
tures appear for SFRO. An experimental study30 is available
for this compound up to 0.8 eV. However, no prominent
structure exists within that narrow energy region to be com-
pared with our theoretical spectrum. The lower energy peaks
at 0.6 and 0.8 eV can be attributed to the interband(Fe eg

↑ to
Re t2g

↑ ) transition. The peaks at 2 and 3.25 eV are due to
O 2p to Fe and Re hybridizedt2g

↓ transition. The peak around
4 eV is due to O 2p to t2g

↑ transition. From the figure it can be
seen that the overall topology of the diagonal conductivity
for the three compounds is somewhat similar. As experimen-
talists often displayvsxy instead ofsxy, we also showvsxy
in the right panel of Fig. 5. From Eq.(3) it can be seen that
the Kerr rotation can be enhanced by a larger off-diagonal
conductivity and a smaller diagonal conductivity. The diag-

onal conductivity of all three compounds shows a minimum
around 1.5–2 eV where maximum ofuK is observed. The
off-diagonal conductivity of SFWO and SFRO show higher
values than that of SFMO, implying that the high Kerr rota-
tion of these compounds also result from high off-diagonal
conductivity. The influence of intraband effects on the
MOKE is restricted to energies smaller than 1–2 eV.

The MOKE signal is proportional tof ·M, wheref is de-
termined by the complex refractive index at the probe fre-
quency andM is the magnetization.22 The refractive index of
SFMO, SFWO, and SFRO in the energy region 1–2 eV
(where uKmax occurs) is 1.56, 1.88, and 1.98, respectively.
Though the refractive index of SFWO is slightly smaller than
SFRO, its magnetic moment is 3.99mB whereas SFRO has
3.07mB. So it has largeruKmax than SFMO and SFRO. The
fact that the Kerr rotation correlates with the atomic mag-
netic moment of spin should not be surprising since the MO
effect involves spin-orbit interaction.31 Incident photons ex-
cite the 3d valence electrons of the transition metals by al-
tering their orbital angular momenta. When the electrons fall
back from their excited states, the emitted photons are polar-
ized and characteristic of both spin orientation and magni-
tude. Thus, the SO interaction couples the momentum of the
electron with its spin and provides the link for the circularly-
polarized electromagnetic waves to couple to the magnetiza-
tion of the material. The heavier the atom, the stronger will
be the SO interaction. Thus, all the studied compounds have
large MO effects. Moreover, SFWO has maximum exchange
splitting of 3.1 eV and its band gap in the majority spin
channel is 1.36 eV. So the electrons are highly spin polarized
in the HMF state. Therefore, larger off-diagonal conductivity,
refractive index, magnetic moment, SO coupling, exchange
splitting, band gap, and plasma resonance combine to give
huge MO values for all the studied compounds, and in par-
ticular to SFWO. The polar Kerr ellipticity is a measure of
how the shape of the wave has changed upon reflection and
depends only on the absolute magnitudes of the reflection
coefficients. As the reflectivities of these compounds are also
large, they also have large polar Kerr ellipticity.

The Kerr rotation peaks of all the studied compounds lie
in the energy region of infrared to visible radiation. An in-
tense search is going on for materials with MO peaks in the
lower wavelength region for use in high-density storage.1

Among the studied compounds CFRO(20.89° at 2.47 eV),
SFRO (−1.5° at 2.3 eV), BFWO (−1.70° at 2.83 eV), and
BFRO (20.86° at 2.83 eV) have large peaks in the green-
violet energy region. It has to be noted that a large polar Kerr
rotation, typically greater than about 0.2° is clearly of benefit
in reading information stored in a thermo-MO thin film.1 The
strong SO coupling results in a large uniaxial anisotropy
which is one of the essential requirements for a MO storage
device. The magnitude of the uniaxial anisotropy depends on
structural anisotropy and hence noncubic systems usually
possess large magnetic anisotropy. Moreover flexibility to
substitute or dopeA, B or B8 elements will be useful to tune
the MO properties according to the need. In that perspective
the present compounds may be of relevance for high-density
storage applications.

In a transmission mode, large Faraday rotation is desirable
for applications.32 Materials with large Faraday rotation are

FIG. 5. Reflectivity and conductivity spectra for Sra2FeB8O6

whereB8=Mo W, and Re. Experimental data for SFMO are taken
from Ref. 27(Expt. 1), Ref. 28,(Expt. 2), Ref. 18 (Expt. 3), and
Ref. 29(Expt. 4).
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used in devices called optical isolators.33 Therefore we pre-
dict the specific Faraday rotation and ellipticity ofA2FeB8O6

(not shown), experimental Faraday spectra are hitherto not
available for comparison. In Table I we have given the maxi-
mum of specific Faraday rotation for each compound. Spe-
cific Faraday rotation of all the studied compounds is greater
than 13105 deg cm−1. It is interesting to note that SFWO
has the maximum Kerr as well as Faraday rotation among
A2FeB8O6.

In order to detect the written information in a MO me-
dium easily, and to make the signal-to-noise ratio as high as
possible, the MO figure of merit(FOM) should be large.1

FOM is defined34 as FOM<ÎRsuK
2 +eK

2d, whereR, is reflec-
tivity and uK andeK as defined earlier. For the sake of sim-
plicity, in Table I we have given the maximum of FOM and
the corresponding energy at which it occurs. The FOM cal-
culated for the present compounds is comparable with that of
the well-known MO material PtMnSb. In spite of the fact
that FOM is often used to characterize the performance of a
MO medium and the factors determining FOM depend on
the structure on which magnetic material is embedded, we

believe that the given large FOM values may motivate more
MO studies on these systems.

In conclusion, the presently studied compounds have
many of the basic requirements35 for a MO medium, such as
presence of uniaxial magnetic anisotropy,TC ranging be-
tween 300 and 600 K, large Kerr rotation, large Faraday
rotation, large FOM, HMF at room temperature, long term
stability, etc. For the first time, using full-potential density
functional calculations, we have shown thatA2BB8O6 have
the huge MO effects among the oxides and can be considered
as potential candidates for MO applications. The huge
magneto-optical effects are found to result due to combined
effects of large off-diagonal conductivity, refractive index,
magnetic moment, SO coupling, exchange splitting, band
gap, and plasma resonance.
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Spin- and charge-ordering in oxygen-vacancy-ordered mixed-valence Sr4Fe4O11

R.Vidya,∗ P.Ravindran, H.Fjellv̊ag, and A.Kjekshus
Department of Chemistry, University of Oslo, Box 1033 Blindern, N-0315 Oslo, Norway

Structural, electronic, and magnetic properties of the vacancy-ordered mixed-valence Sr4Fe4O11

phase have been investigated using spin-polarized electronic-structure total-energy calculations. The
optimized structural parameters obtained from accurate total-energy calculations are found to be
in very good agreement with low-temperature neutron-diffraction findings. Among the different
spin configurations considered for Sr4Fe4O11, the G-type antiferromagnetic configuration is found
to represent the magnetic ground state. The calculations show finite magnetic moments at both
Fe sites and this is against the conclusions arrived at from Mössbauer and low-temperature powder
neutron-diffraction measurements, but consistent with the results from the magnetization measure-
ments. The present study clearly show that one of the magnetic sub-lattices is frustrated and hence
Sr4Fe4O11 can be considered as a phase-separated system with one phase in the G-type antiferro-
magnetic state and the other in a spin-glass-like state. Our theoretical results show unambiguously
that the Fe atoms with the square pyramidal environment has a lower oxidation state than that
in the octahedral co-ordination. However, the presence of covalent interaction between Fe and the
neighboring oxygen atoms makes the actual oxidation state considerably smaller than the formal ox-
idation state 3+ and 4+ for square pyramidal and octahedral coordination, respectively. Sr4Fe4O11

is found to be semiconducting in the antiferromagnetic ground state.

PACS numbers: 71., 71.20.Ps, 75.50.Ee, 78.20.Ci

I. INTRODUCTION

Perovskite-type oxides exhibiting ionic or mixed elec-
tronic/ionic conductivity are of considerable interest for
potential application in high-temperature electrochemi-
cal devices, e.g., as electrodes for high-temperature solid-
oxide fuel cells, sensor materials,[1–3] membranes sepa-
rating oxygen from air, and catalyst for the conversion of
hydrocarbons [4–7]. One of the most essential features of
such materials is the high oxygen mobility and another
attraction is the catalytic activity of oxygen vacancies.
However, the oxygen mobility usually drops appreciably
at temperatures below ∼ 600−800o C and hence many, at
first sight, seemingly promising materials turn out to be
unsuitable for practical purposes. Therefore, the develop-
ment of oxygen ionic conductors that retain appreciable
oxygen mobility at ambient operating temperatures is of
considerable interest. Since it is documented [8] that ox-
ide ion conductivity is closely related to the ordering of
oxygen vacancies in the crystal structure, it seems worth-
while to look more closely at the properties of oxygen
deficient perovskites.

The high-temperature phase SrFeO3−x (2.5 ≤ x ≤ 3.0)
exhibits appreciable mixed electronic and ionic conduc-
tivities and the materials derived from this phase are con-
sidered to be of potential interest [9] for application in
many of the device catagories mentioned above. From
the scientific point of view, it is vital to explore prop-
erties of phases with different oxygen stoichiometry as
they form different structural distortions, exotic valences,

∗Electronic address: vidya.ravindran@kjemi.uio.no; URL: http:

//folk.uio.no/ravindrv

spin, charge, and orbital ordering.

The orbital distribution of the d electrons of higher-
valence Fe species is very versatile, changing not only
with the kind and amount of other constituents (in par-
ticular alkali, alkaline-earth or rare-earth elements) but
also temperature as, e.g., observed for Ca1−xSrxFeO3

and Sr1−xLaxFeO3 [10]. Another influential factor is
the oxygen content as revealed for the SrFeO3−x [9],
LaBaMn2O5+δ[11], and YBaMn2O5+δ [12] phases. Oxy-
gen deficiency formally increases the number of electrons
per Fe atom and modifies (at least locally), the electron
exchange between the Fe atoms. Subsequently it per-
turbs the electronic band structure and varies the band
filling of the transition-metal ion and also structural ar-
rangement simultaneously.

The preparation and characterization of oxygen-
deficient specimens of SrFeO3−x have been subjected
to numerous studies [9, 13–15]. One of the curiosities
which is commonly associated with the SrFeO3−x phase
(more specifically with the highly electropositive element
Sr) is the occurrence of Fe in a rare, formal oxidation
state of 4+ and a wide-range of oxygen nonstoichiom-
etry. Systematic studies [13, 14] have established the
existence of a series of ordered Ruddlesden-Popper-type
phases SrnFenO3n−1 with n = ∞, 8, 4, and 2 correspond-
ing to the formulae SrFeO3, SrFeO2.875 (Sr8Fe8O23),
SrFeO2.75 (Sr4Fe4O11), and SrFeO2.5 (Sr2Fe2O5), respec-
tively. Hence the variable-valence SrFeO3−x phase may
provide an instructive model system for a closer exami-
nation of the effects of oxygen-vacancy ordering on struc-
ture, magnetism, and electronic properties.

The oxygen-deficient end member, Sr2Fe2O5 is
claimed [16] to exhibit well behaved Fe3+ cations at
both tetrahedral and octahedral coordination of an or-
thorhombic oxygen-vacancy-ordered structure [17] and it
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is an antiferromagnetic (AF) Mott-type insulator. The
other end, SrFeO3, possess, as mentioned, the unusu-
ally high Fe4+ oxidation state according to a pure ionic
model. The structure is of the regular cubic perovskite
type, the magnetic ordering is of the helical-AF type, and
this phase exhibits metallic conductivity [18, 19]. Be-
tween these composition limits one finds the two above-
mentioned intermediate phases with oxygen-vacancy or-
dering [13–15, 20, 21]. The Sr4Fe4O11 variant is re-

ported to take an orthorhombic 2
√

2ap × 2ap ×
√

2ap (ap

refers to the lattice parameter of cubic perovskite sub-
cell) structure [13], whereas Sr8Fe8O23 has a tetragonal

2
√

2ap × 2
√

2ap × 2ap structure. Both these variants ex-
hibit AF ordering at low temperatures.

Tofield et al.[22] first reported that Sr4Fe4O11 exists
in a narrow single-phase region centered around the ideal
stoichiometric composition 4:4:11. It is reported [23] to
undergo charge ordering (CO) transition (TCO) below
675 K with equal amounts of Fe3+ and Fe4+ alternatively
arranged in the lattice. Sr4Fe4O11 is found [14, 24] to be
a G-type AF with a Néel temperature (TN) of 230 K.
According to Mössbauer [14] and neutron diffraction [24]
measurements, one Fe site forms long-range AF arrange-
ment. At present it is not known whether the other Fe
sub-lattice forms a spin-glass-like configuration below the
TN, remains paramagnetic or possibly undergoes a sep-
arate spin-ordering (SO) transition at very low temper-
atures (notably below 4.2 K). In order to settle some of
these issues accurate electronic structure studies is highly
desirable and this demand was one of the motivations for
the present study.

The hitherto conducted structural studies have clearly
indicated that the Fe atoms alternatively occupy the
square pyramidal (Fe1s) and octahedral site (Fe2o) in
Sr4Fe4O11. However, there is strong disagreement on
the assignment of valence and spin states to the crys-
tallographically different Fe atoms. From the calculated
electronic structure and magnetic properties our study
aims at resolving this controversy.

II. STRUCTURAL ASPECTS

The crystal structure of Sr4Fe4O11 (Fig. 1) can be
visualized as an oxygen-vacancy-ordered arrangement
in a perovskite-like superstructure. It consists of one-
dimensional chains of vertex-linked Fe2Oo

6 units cross-
linked by (Fe1Os

5)2 “bow-tie” dimer units. The oxygen
vacancies are ordered into strings of vacancies alternating
with oxide ions along the [110] direction of the perovskite
sub-cell. The interplane ordering is such that the struc-
ture contains equal amounts of Fe in square-pyramidal
and octahedral co-ordination to the oxygen atoms.

The most prominent feature of this vacancy-ordered
structure is the appearance of “one-dimensional chan-
nels” of apex-sharing Fe2Oo

6 units along b direction (see
Fig. 1). In planes parallel to ac, each of these octahe-
dra are surrounded by four (corner sharing) Fe1Os

5 units.

FIG. 1: (Color online) Crystal structure of Sr4Fe4O11.
Fe1s and Fe2o are in square-pyramidal and octahedral co-
ordinations, respectively.

The Fe1Os
5 unit consists of one O1 and four O3 atoms,

(the latter forming the base of the pyramid; labelling ac-
cording to Hodges et al.[14]). The O1 atom is shared
by two neighboring Fe1 atoms, and it is this configura-
tion that forms the “bow-tie” unit. The Fe1 atom is
located close to the base of the pyramid. The octahedral
surroundings of Fe2 are formed by two O2 and four O3
atoms. The pyramids and octahedra share the O3 atoms.
For the Fe1Os

5 units the increase in repulsion energy due
to short O-O distances in the base is partly compensated
by the relaxation effect of the longer separation between
the O atoms in the base and the apex. The Fe2Oo

6 units
are compressed at the apex, a structural distortion intro-
duced by the “bow-tie” configuration of the pyramids.
However, this distortion causes only tilting of the octa-
hedra and does not change their shape (see Fig. 1).

III. COMPUTATIONAL DETAILS

A. Structural optimization

Two different structural arrangements (monoclinic
C2/m and orthorhombic Cmmm ) are described for
Sr4Fe4O11 with full site occupancy [14] and we have per-
formed structural optimization for both in order to es-
tablish the ground-state structure. These calculations
have been carried out using the projected augmented
plane-wave (PAW) [25] method as implemented in the
Vienna ab initio simulation package (VASP) [26]. The
optimization of the atomic geometry was performed via
a conjugate-gradient minimization of the total energy,
using Hellmann-Feynman forces on the atoms and the
stresses in the unit cell. The atomic coordinates and
axial ratios are allowed to relax for different volumes of
the unit cell. These parameters are changed iteratively
so that the sum of the lattice energy and the electronic
free energy converges to a minimum value. The elec-
tronic free energy is taken as the quantity to be mini-
mized and the total energy is calculated exactly for each
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set of atomic positions. Convergence minimum with re-
spect to atomic shifts was assumed to have been attained
when the energy difference between two successive itera-
tions was less than 10−7 eV per unit cell and the forces
acting on the atoms were less than 1 meV Å−1. The
generalized-gradient approximation (GGA) [27] was used
to obtain the accurate exchange and correlation energy
for a particular atomic configuration. The calculations
were carried out using a 4 × 4 × 4 k-points Monkhorst-
Pack grid, equivalent to 64 k points in the Brillouin zone.
A plane-wave energy cutoff of 875 eV was used in all cal-
culations since high energy cutoff was found [28] to be
necessary in order to describe the nuclear and magnetic
structures of complex oxides unambiguously.

B. FPLAPW calculation

In order to calculate orbital-projected DOS and
energy-projected occupation density matrix we made
use of the full-potential linearized-augmented plane-wave
(FPLAPW) method as implemented in the WIEN2k
package [29] in a fully-relativistic version with spin-orbit
coupling. The FPLAPW approach divides space into
an interstitial region (IR) and non-overlapping muffin-
tin (MT) spheres centered at the atomic sites. In the
IR, the basis set consists of plane waves. Inside the MT
spheres, the basis set is described by radial solutions of
the one-particle Schrödinger equation (at fixed energies),
and their energy derivatives multiplied by spherical har-
monics. The charge densities and potentials inside the
atomic spheres were represented by spherical harmonics
up to ℓ = 6, whereas in the interstitial region these quan-
tities were expanded in a Fourier series. Atomic-sphere
radii (RMT) of 2.3, 1.9, and 1.6 a.u. for Sr, Fe, and O, re-
spectively were used. The Brillouin zone (BZ) integration
was carried out with a modified tetrahedron method [25]
and we used 75 k points in the irreducible wedge of BZ
for the DOS and total energy calculation. Exchange and
correlation effects are treated within density-functional
theory (DFT), using GGA [27].

IV. RESULTS AND DISCUSSIONS

Hodges et al. [14] tested different possible oxygen-
ordering schemes for Sr4Fe4O11 of which several gave
almost equally good fits in Rietveld refinements of pow-
der neutron diffraction (PND) data. However, all solu-
tions except that based on the space group Cmmm had
to be disregarded owing to the unacceptable short Fe-O
distances. From the structural optimizations, according
to proposed structure models described in space groups
C2/m and the Cmmm, the variant specified in Cmmm
came out with around 0.433 eV f.u.−1 lower energy than
the C2/m variant. This confirms that the experimental
studies have identified [14, 15, 24] the correct ground-
state structure for Sr4Fe4O11. For the optimized mono-

TABLE I: Optimized structural parameters for the ground-
state of Sr4Fe4O11 (space group Cmmm). Experimental data
from Ref. [15] are given in parentheses.

Unit cell (Å) Atom Site (x, y, z)

a = 11.0372 (10.9430) Sr1 2d 0, 0, 1/2 (0, 0, 1/2)

b = 7.6629 (7.6795) Sr2 2c 1/2, 0, 1/2 (1/2, 0, 1/2)

c = 5.4930 (5.4549) Sr3 4g 0.2421, 0, 0 (0.2400, 0, 0 )

V = 464.58 (458.41) Fe1 4i 0, 0.2468, 0 (0, 0.2410, 0)

Fe2 4f 1/4, 1/4, 1/2 (1/4, 1/4, 1/2)

O1 2a 0, 0, 0 (2b; 1/2, 0, 0)

O2 4h 0.2284, 0, 1/2 (0.2320, 0, 1/2)

O3 16r 0.1196, 0.2773, 0.2368

(0.1190, 0.2726, 0.2410)

clinic structure, the calculated magnetic moments at the
two Fe sites are almost equal (differ only by 0.3 µB) and
also there is no noticeable difference in the integrated
charge density between the Fe sites. These indicate that
the charge ordering is not well pronounced in this struc-
ture and it may represent a high temperature phase with
no charge ordering.

The reported unit-cell volume for SrFeO3−x at x ≈

0.25 varies somewhat between different reports [ 458.41
(x=0.247) [15], 462.21 (x = 0.27) [13], 462.59 (x=
0.26) [14], 463.05 (x = 0.29) [30], 463.15 (x = 0.255)
Å3 f.u.−1 [23]]. This apparently significant variation may
indicate of a small homogeneity range for the SrFeO2.75

(Sr4Fe4O11) phase as suggested in proposed phase dia-
grams [13]. The present optimized equilibrium volume
(464.58 Å3 f.u.−1) for Sr4Fe4O11 is somewhat larger than
any of the experimental volumes but fully acceptable as
good agreement (deviation less than 1.5 %) for DFT cal-
culations. The calculated unit cell dimensions and posi-
tional parameters for the optimized ground-state struc-
ture according to space group Cmmm (Table I) are in
very good agreement with the low temperature PND
data, once more exposing predicting power of accurate
DFT calculations even for quite complex systems.

To gain insight into the relations between crystal
structure and electronic and magnetic properties of
Sr4Fe4O11, a correct assignment of valence states to the
crystallographically different Fe sites is critical. It there-
fore appears appropriate to give a brief account of the
experimental findings for the valence- and spin-state sit-
uation for Fe in Sr4Fe4O11. From low-temperature ME
data it has been concluded [31] that only Fe in formal
3+ state order magnetically below, TN=220 K. Room-
temperature spectra comprises two symmetrical doublets
of equal intensity [30], which on the basis of the isomer
shifts were assigned as Fe3+ (δ = 0.35 mm s−1) and Fe4+

(δ = −0.08 mm s−1). Below TN the spectra exhibit (hy-
perfine) magnetic splitting by an internal magnetic field
of 46 T. The latter finding is interpreted [30] as indicative
of a high spin (HS) 3+ (d5) state for iron.

Using the results from powder x-ray diffraction and
Mössbauer spectroscopic measurements Takano et al.[21,
32] concluded that Fe1s is in a 3+,HS state and Fe2o in
a 4+, low spin (LS) state on the additional assumption
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that Fe2o is subject to a residual disorder and only man-
ifests itself in the broad background of the Mössbauer
spectra. Fournes et al. [23] on the other hand concluded
from room-temperature ME data that, Fe2o is in the
3+, HS state (arguing with the isomer shift values for
SrFeO2.5 as reference substance) and Fe1s in the HS 4+,
state. Based on the bond-valence sums Hodges et al. [14]
concluded that Fe1s is in a 3+ state and Fe2o in a 4+
state. The same authors argue that the Fe2o sub-lattice
forms an AF dominated magnetic structure, while the
Fe1s sublattice is subject to conflicting magnetic super-
exchange interactions and does not exhibit cooperative
magnetic order (remaining either as paramagnetic or de-
velops a spin-glass-like arrangement). From the PND
and magnetization/susceptibility data over the tempera-
ture range 1.5−293 K it has also been inferred [15] that
Fe1s and Feo are in the 3+ and 4+ states, respectively,
where Fe3+ order antiferromagnetically below 232 K and
Fe4+ forms a magnetically frustrated sublattice. This
conclusion was arrived at by Schmidt et al. [15] who
drew heavily from the accumulated knowledge on Sr-
Fe-O compounds. From this resume it should be ob-
vious that there are controversies in the interpretations
of the so-called experimental facts regarding the assign-
ment of valence and spin states to the different Fe sites
in Sr4Fe4O11.

It is interesting to analyze why different conclusions
have been arrived at experimentally about spin state and
valence state assignments to the different Fe sites. The
Mössbauer spectroscopic assignments [15, 31] draw heav-
ily on isomer shift values for reference standards. How-
ever, these standards are not real standards in the sense
that they do not provide a fixed value for each valence
state of Fe. On the contrary, Mössbauer spectroscopy has
a relatively broad range of isomer shift values at disposal
for each valence state. This lack of precision is connected
with the ambiguities one inevitably faces with every as-
signment of valence state. The bond valence deductions
are also based on the use of reference standards. Neither
these are universal standards, and simple bond radii for
Fe2+ and Fe3+ are certainly not fixed-constant param-
eters. It gets even worse when it comes to Fe4+ where
suitable reference compounds yet have not been found
and hence the bond-radius of Fe4+ is only estimated [33].

Semiconducting behavior with an activation energy of
0.053 eV at 300 K has been reported for SrFeO3−x spec-
imens with composition x=0.28 and 0.22 [34]. Hence
it can be anticipated that the transport properties of
SrFeO3−x do not change drastically over a small composi-
tional range. The total DOS given in Fig. 2 exposes that
Sr4Fe4O11 (SrFeO2.75) is a semiconductor with a band
gap of 0.13 eV. The observation of semiconducting be-
havior is consistent with the experimental temperature-
dependent electrical properties measurement [18, 34]. It
should be remembered that the density-functional calcu-
lations generally yield smaller band gaps than that ob-
tained from experimental studies like optical measure-
ments.
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FIG. 2: Calculated total density of states (DOS) for
Sr4Fe4O11 in the ground-state G-AF configuration. The
Fermi level is set to zero.

We now turn the attention to the assignment of the va-
lence states for both Fe atoms based on DFT calculations.
The calculated charge at the Fe1s site is larger than that
in the Fe2o site by around 0.5 electrons. This indicates
that, as a coarse approximation Fe1s can be assigned the
formal valence of 3+ and accordingly, Fe2o 4+. Now
let us see why should Fe in square-pyramid configuration
prefers 3+ state rather than the 4+ state. The removal
of an oxygen atom from an Fe2O6 octahedron (present in
system without oxygen vacancy i.e. SrFeO3) is formally
the same as addition of two electrons to the remaining
structural framework. If one postulates that the defect
is rectified mainly locally one can imagine that, among
the two electrons, one electron is used to convert Fe4+

into Fe3+ and the other electron participates in bonding
interaction with the neighboring O sites. Moreover, as
each Fe1s is surrounded by only 5 O compared to Fe2o

with 6 O neighbors, in a desire to have charge balance
in the system, Fe1s would prefer to have lower oxidation
state than that in Fe2o.

The calculated magnetic moment at the Fe1s and Fe2o

sites for the G-AF configuration are 2.82 and 3.44 µB

per Fe atom, respectively. The calculated moment at
the Fe2o site is in good agreement with the experimental
moment from PND [15, 24] (see Table III). The experi-
mentally established AF ordering in Sr4Fe4O11 concerns
Fe2o atoms. However, neither PND nor Mössbauer spec-
troscopy were able to detect magnetic ordering of the
moments at the Fe1s site, the reason for this will be dis-
cussed below. Neither of the Fe sites in Sr4Fe4O11 has a
perfect local cubic environment and both sites give rise
to an electric field gradient for Fe1s and Fe2o sites of
−1.56 ×1021 and −5.64 ×1021 Vm2, respectively. These
calculated values are in accordance with the experimen-
tal observation of different quadrupole doublets for the
two Fe sites in the Mössbauer spectra [15].

The magnetic moment at Fe2o site in Sr4Fe4O11 is
analyzed along with that in SrFeO3 which has a cubic
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perovskite structure with an AF screw spin arrangement
(TN=134 K and a moment of 3.1 µB/Fe at 4 K) [18, 19].
The Mössbauer spectroscopic data [16] for SrFeO3 show
an isomer shift of 0.05 mm/sec and a magnetic hyper-
fine field (HFF) of 33.1 T at 4 K which has been believed
to be the typical values for Fe4+ in octahedral environ-
ment. Our calculated magnetic moment for the Fe2o site
(3.53 µB) in Sr4Fe4O11 is found to be slightly larger than
that in SrFeO3. The larger moment value may be related
to the oxygen vacancies present adjacent to the octahedra
in the lattice which is likely to weaken the Fe-O bond-
ing interactions within the Fe2O6 units, hence relatively
more electrons at Fe2o site are allowed to participate in
magnetism rather than in bonding. Consistent with this
view point the calculated Fe−O distance at the base of
the octahedra in Sr4Fe4O11 is larger than that in SrFeO3

(2.05 vs. 1.92 Å). Owing to the relatively large magnetic
moment at the Fe2o site the measured [13, 21, 31] HFF is
found to be 46 T in Sr4Fe4O11. This would have mislead
the experimentalists to believe that the magnetic order-
ing results from Fe3+ rather than Fe4+. We have calcu-
lated the fermi contact contribution to the HFF from our
density functional calculations. This value is found to be
17 and 30 T for Fe1s and Fe2o sites, respectively. The
larger value of HFF at the Fe2o site reflects the higher
moment at that site.

The next puzzle is the origin of the larger moment
at the octahedral site than at the square-pyramidal site.
If an oxygen atom is removed from a configuration with
180o Fe-O-Fe bond angle, the electrostatic repulsive force
pushes the Fe atoms apart, and the neighboring O atoms
are collectively moved toward the vacancy to screen this
repulsion. The optimized structural parameters show
that the Fe atoms of the Fe1s is surrounded by 4 base-
plane O atoms at a distance of 1.87 Å compared with the
Fe1 to apical O distance of 1.89 Å. In the Fe2Oo

6 struc-
tural sub-unit each Fe is surrounded by 4 base-plane O
atoms at a distance of 2.05 Å and two apical O at a
distance of 1.93 Å. These findings strongly suggest that
the bonding interaction between Fe and O is stronger in
the FeO5 coordination than that in the Fe2Oo

6. Hence,
compared with the local surrounding of Fe2Oo

6 relatively
more of the electrons in the Fe1Os

5 sub-units are partici-
pating bonding rather than magnetism. The longer Fe-O
distance in the Fe2Oo

6 sub-units than that in the Fe1Os
5

indicates that the Fe-3d electrons in the former config-
uration are relatively more localized and their exchange
splitting correspondingly larger than those in the Fe2Os

5

configuration. This appears to explain why magnetic mo-
ment at the Fe2o is larger than the the Fe1s site.

In order to provide more insight in the bonding be-
tween the different constituents we show the site pro-
jected DOS for Sr4Fe4O11 in Fig. 3. The negligibly small
DOS distribution in the valence band (VB) at the Sr
site indicate pronounced ionic bonding between Sr and
the other constituents. The noticeable difference in the
topology of the DOS profile for the two Fe sites strongly
suggests different valence states for these Fe atoms. The
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FIG. 3: Calculated site-projected density of states (DOS)
for Sr4Fe4O11 in the ground-state G-AF configuration. The
Fermi level is set to zero.

DOS for the minority-spin channel in the VB of both
the Fe sites is almost empty indicating that these two
Fe atoms are in the HS states. The broad features of
the VB at the Fe sites indicate a delocalized character of
these electrons and their hybridization interaction with
the neighbors. The degenerate nature of the DOS for the
O and Fe atoms throughout VB strongly suggest that the
bonding interaction between these atoms has a distinct
covalent character. The peak feature in the DOSs for Fe1
and O1 around −2 eV carrying the message of apprecia-
ble covalent contribution to the Fe1-O bond. This could
explain the relatively low moment at the Fe1 site. It
would be interesting to understand the microscopic ori-
gin of the larger covalent participation in Fe13+-O bond
than the Fe24-O bond. With increasing charge and de-
creasing radius it is expected [18] that the Fe ion will at-
tract electron density from neighboring oxygen and this
increase the electron population of its orbitals. It ap-
pears that such a mechanism leads to increased covalent
contribution to the Fe1-O bonding.

In order to visualize the charge ordering in Sr4Fe4O11

we have given the valence d electron density at the Fe1s

and Fe2o site for the majority and the minority spin
electrons in Fig. 4. The smaller d-electron density at
the minority spin channel at Fe2o site clearly reflects
the HS state. The shape of the d-electron distribution
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FIG. 4: (Color online) Calculated spatial distribution of va-
lence charge density at Fe1s and Fe2o for the majority and
minority spin electrons.

at the minority spin channel for both the site is almost
the same. But, the distinct topology of the distribu-
tion of d-electrons at the majority for the Fe1s and Fe2o

sites clearly shows the different valence states of both Fe
which confirms the charge ordering observed experimen-
tally [23]. In the Fe1s site, there is considerable amount
of d-electrons present at the minority spin channel also.
Hence, though there are more d-electrons at the Fe1s

than the Fe2o the net spin density at the Fe1s is smaller
than that at the Fe2s site. The electrons at the vicinity
of Fermi level in the VB generally participate more in
the hopping interactions and hence they are important
for the exchange interaction between atoms. In Fig. 5 we
have shown the spatial distribution for valence band d-
electrons at the Fe1s and Fe2o sites within the 1 eV from
Fermi level. The interesting feature in this figure is the
orientation of dz2-like orbital along the [010] at the Fe2o

site. This clearly illuminates the super-exchange interac-
tion path. Hence, the d-electrons at the Fe2o sites form
AF alignment via O2 resulting in the magnetic structure
given in Fig. 6. On the other hand the valence d-electrons
within 1 eV from Fermi level at the Fe1s sites have com-
plex orbital distribution. So, in spite of the bond angle
for Fe1s-O1-Fe1s being 180o (which should prefer AF in-
teraction), the superexchange interaction is not as strong
as that between Fe2o. This may be one of the reasons
why long range ordering is stronger between Fe2o than
between Fe1s sites.

More insight in to the spin state of d electrons at the
two Fe sites is also highly desirable. In an octahedral
(cubic) crystal field the Fe-d levels are split in to triply
degenerate t2g (dxy,dxz,dyz) and doubly degenerate eg

(dx2
−y2 ,dz2) levels. Owing to orthorhombic distortion of

the octahedral co-ordination, the degeneracy of both t2g

and eg levels is further split (see Fig. 7). With the Fe in
the 4+ oxidation state there will be four d electrons to
accommodate in these levels. The spin moment accord-
ing to a pure ionic picture will then be 2 and 4µB for low
spin (LS; t42ge

0
g) and high spin (HS; t32ge

1
g) configuration

respectively. In practice, materials experience covalent
hybridization between the transition-metal atoms and its

FIG. 5: (Color online) The orbital ordering pattern obtained
from the occupation matrices of d states close to the Fermi
level at the Fe1s and Fe2o sites in Sr4Fe4O11.

FIG. 6: (Color online) The schematic ground-state magnetic
structure for Sr4Fe4O11 obtained from the spin-polarized to-
tal energy calculations. The longer arrow corresponds to the
moment of 3.53 at the Fe2o site and the smaller arrow reflects
the moment of 2.83 µB at the Fe1s site. For clarity only Fe
and O atoms are shown with bonds.

surrounding atoms, which reduce the spin moment owing
to the fact that some of the electrons participate in bond-
ing rather than in magnetism. Moreover, the delocal-
ized character of the electrons (as evident from the DOS
curves in Figs. 3 and 7) reduces the exchange interaction
and also the moment. So, one mostly gets non-integer
values for the spin moments at the transition-metal sites
and noticeable induced moment at the sites of the sur-
rounding atoms. The calculated spin moment of 3.53 µB

at the Fe2o site supports the inference that this site is
in the 4+, HS state, as a coarse approximation. Consis-
tent with this deduction, the calculated orbital projected
DOS (Fig. 7) show an almost negligible amount of DOS
in the minority spin channel. The magnetic structure
with long arrow in Fe sites at Fig. 6 show the long range
G-AF ordering present at the Fe2o site. More details
about magnetic structure will be discussed later.

In an ideal square-pyramidal crystal field the d lev-
els will split into doubly degenerate eg (dxz,dyz) non-
degenerate b2g (dxy), a1g (dz2), and b1g (dx2

−y2) levels
(See Fig. 7). With Fe3+ there will be five d electrons to
be accommodated in these levels. The spin moment for
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FIG. 7: Calculated orbital-projected density of states (DOS) for Fe1s and Fe2o in Sr4Fe4O11 for the ground-state G-AF
configuration. The Fermi level is set to zero.
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0
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1
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1
1gb

1
1g) configura-

tions will then be 1 and 5µB , respectively, for the pure
ionic case. The powder neutron diffraction study [15, 24]
and ME measurements [13, 15, 21, 23, 31] unable to de-
tect any ordered moment at the Fe1s site, but according
to difference in the field cooled and zero field cooled mag-
netic susceptibility curves [15, 24] the unpaired electrons
at the Fe1s sites can be F aligned in a strong enough
magnetic field. Consistent with these experimental find-
ings density-functional calculation gave a spin moment
of 2.83µB ( for comparison, the assumed 3+, HS state in
Sr2Fe2O5 is reported [17] to exhibit a magnetic moment
of 4.5 µB). However, the calculated spin moment is un-
usually low for 3+ HS configuration. The calculated spin
moment for the Fe1s site, on the other hand, higher than
for an ideal ionic 3+, LS value. Hence we have confidence
in the coarse assinment of 3+, HS state to Fe1s and that
the too low value for spin moment is to be associated
with the combination of partial delocalization of the 3d
electrons and covalency effect.

If the Fe4+ at the octahedral site is in the HS state one

should expect Jahn-Teller distortion (JTD). But the ex-
perimental and theoretical structural analysis show that
neither the LaMnO3-type [35] characteristic of structural
distortion nor the CaFeO3-type disproportionation re-
action 2Fe4+(t32ge

1
g) → Fe4−δ(t32ge

1+δ
g ) + Fe4+δ(t32ge

1−δ
g )

characteristics of narrow band electrons [36, 37] are
present in Sr4Fe4O11. It is worth to note that Fe ions
in SrFeO3 is the typical example for HS Fe4+ ions. But
the expected JTD is not observed down to very low tem-
perature. The non-observation of JTD in SrFeO3 is inter-
preted to the presence of metallic behavior, broad band
features at the valence band, and the deep lying nature of
the Fe 3d levels. The cooperative JTD is very active for
a pure ionic system with localized electrons. The system
with broad band features and finite covalent characteris-
tics it is not necessary to have active JTD. Also, for the
current system the presence of orthorhombic distortion
already lift the degeneracy of the eg states. However, we
found that the FeO6 octahedron in Sr4Fe4O11 is com-
pressed with two short (Fe−O distance 1.93 Å) and four
long (Fe−O distance 2.05 Å) Fe−O bonds. This distor-
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tion is suggestive of a localized Jahn-Teller effect and
therefore a HS Fe2 cation in an octahedral environment.

It is worth to analyze the reasons behind why different
experimental conclusions arrived about, spin-state, va-
lence, and coordination of different Fe ions in Sr4Fe4O11.
The 57Fe ME at room temperature was fitted with two
symmetrical doublets which were assigned to Fe3+ and
Fe4+ on the basis of the isomer shift, quadrupole splitting
and linewidth.[30, 31] The low saturation magnetic field
of 46 T for Fe3+ in Sr4Fe4O11 was used to argue [31] for
a low coordination despite an isomer shift more typical
of octahedral coordination. If the HFF is closer to 33 T,
it can be interpreted to the value for the HS Fe4+ con-
figuration with some degree of covalency. [16, 18] The
observed HFF of 46 T is comparable to the value of
43 T in Sr2Fe2O5 where the Fe ions are present in the
3+ state. [38] This lead the experimentalist to believe
that Fe3+ ions are responsible for the AF ordering in
Sr4Fe4O11. It is important to note that the HFF at each
site is depend on the magnetic field acting at each site.
It will not give directly the information about the coordi-
nation number of site and also the amount of electrons at
each site. Hence, it is not possible to assign the valence
state of ions based on HFF alone.

The behavior of the other Fe is unusual since no re-
solved hyperfine splitting could be observed.[14, 21, 31]
Based on the results from x-ray diffraction and ME mea-
surements Takano et al.[21, 32] concluded that Fe4+ HS
ions reflect a residual disorder and responsible for the
broad background in the ME spectrum. However, our
detailed analysis below indicates magnetic frustration,
which is also evident in the large differences between sus-
ceptibility data from the field cooled and zero field cooled
measurements.[15, 24] This magnetic behavior is much
like that of a spin-glass transition as observed in a vari-
ety of Fe-containing perovskite-derived oxides. Example,
in the magnetically dilute SaAFeBO6 (A=Sr,Ca,Ba; B
= Nb,Sb, Ta) systems where it is believed [39–41] that
competing nearest-neighbors and next-nearest-neighbors
exchange interactions prevent the development of long-
range magnetic order.

Now we try to understand why the HFF at the Fe2o in
the 4+ state is comparable with that in Sr2Fe2O5 where
Fe is in the 3+ state. The calculated Fe-O bond length at
the octahedral coordination is between 1.93−2.05 Å for
Sr4Fe4O11 and these values are comparable with that in
Sr2Fe2O5 where the Fe-O bond length at the octahedral
coordination is between 1.94 to 2.028 Å [17] The valence
state of ions will decide only the number of electrons
at each site. But, the magnetic moment at each site is
depend on the degree of localization and the exchange
splitting those are decided by the bonding interaction
between the atoms and hence the bond length. So, the
HFF for the Fe24+ in Sr4Fe4O11 is comparable with Fe3+

in Sr2Fe2O5 that misled to experimentalist to arrived at
wrong conclusion.

TABLE II: Total energy (relative to the lowest energy state
in meV/f.u.) in Sr4Fe4O11 for the Para, Ferro, and A−, C−,
and G− AF phases obtained from VASP-PAW method.

Para Ferro C−AF A−AF G−AF
4099.8 3865.6 757.3 127.9 0.0

A. Magnetic structure

Magnetic exchange in perovskite-like oxides is gener-
ally assumed to take place by superexchange [42] and/or
double exchange. [43] This involves exchange between
magnetic ions with the nearest neighbors oxygen and
leads to an antiparallel/parallel alignment. Such re-
liance of magnetic exchange upon anion coupling of
two magnetic ions implies that oxygen nonstoichiometry
should produce alternation of the magnetic properties of
Sr4Fe4O11. For instance, it can be imagined that anion
vacancies would tend to decouple the exchange interac-
tion and in Sr4Fe4O11 it will introduce equal amount of
Fe3+ and Fe4+ which results in the introduction of ferro-
magnetic double exchange also in to the system.

Based on the inter-plane and intra-plane exchange in-
teractions of magnetic ions in perovskite-like oxides one
often arrive ferromagnetic, A-AF, C-AF or G-AF order-
ing. [44] In order to arrive the ground state magnetic
structure of Sr4Fe4O11 we have made total energy calcu-
lations for different magnetic configurations. The calcu-
lated total energy for Sr4Fe4O11 in different magnetic
configurations with reference to the ground state are
given in Table II. From this table it is clear that we have
gained large energy when we introduce antiferromagnetic
ordering into the system. We found the G-AF magnetic
structure is the ground state for Sr4Fe4O11 where we have
AF ordering within plane as well as between the planes.
Further, the A-AF ordering is only 128 meV/f.u. higher
in energy than the G-AF configuration and this is as-
sociated with the possibility of having double exchange
interaction between Fe2o-O3-Fe1s within the plane. The
calculated magnetic moments at the Fe sites from differ-
ent magnetic configurations are not differ much and in
particular we arrive always smaller moment at the Fe1s

site than the Fe2o (see Table III). Interestingly we found
large moment of around 0.17 µB in all the oxygen sites
which results higher total moment in the ferromagnetic
configuration.

The ME measurements [13, 15, 21, 31] and NPD mea-
surements [14, 15, 24] indicated that only one sublattice
orders antiferromagnetically. The observed magnetic re-
flections in the NPD has been fitted to two magnetic
models described using the Cm′m′m′ and Cmm′m′ Shub-
nikov groups. [15] In the Cm′m′m′ model the magnetic
moments of Fe1s are aligned along the [010] direction
where the AF coupling is facilitated by a superexchange
interaction via O1. In contrast, for the Cmm′m′ Shub-
nikov group, magnetic moments are permitted on both
F1s and Fe2o sites as we have arrived at lowest energy
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TABLE III: Calculated magnetic moment (in µB/atom) per
Fe atom for Sr4Fe4O11 in the ferromagnetic (FM) and antifer-
romagnetic phases. The total moment (Total) represent the
total magnetic moment per formula unit.

Configuration Fe1 Fe2 Total
Ferro 2.78 3.26 13.92
A-AF 3.00 3.49 0.0
C-AF 2.80 3.30 0.0
G-AF 2.91 3.57 0.0
G-AF (FP-LAPW) 2.83 3.53 0.0
Exp.[15] 3.55 0.0
Exp.[24] 3.3 0.0

in the present study (see Fig. 6). In this magnetic model
the superexchange interaction will take place via both
O1 and O2. However, to be consistent with the observed
magnetic peak intensities and the ME data which indi-
cate only one magnetically ordered site, the moment at
one of the site has to be zero. If the moment on Fes site
is zero and the magnetic moment is constrained to be
along [010], the AF would most likely be facilitated by a
superexchange interaction via O2.

Hodges et al.[14] placed Fe4+ and Fe3+ ions on the
square-pyramidal and octahedral sites respectively, based
on bond strength calculations, which favor the Cmm′m′

magnetic structure. Schmidt et al. discussed that for
complex oxides a bond-strength sum for an individual site
is not meaningful and criticized the magnetic structure
proposed based on bond strength calculations. Based
on the argument that the Fe4+ state in Sr-Fe-O com-
pounds has so far only been found to occupy octahedral
site,[13, 45–47] Schmidt et al concluded that Fe3+ occu-
pies the pyramidal site and Fe4+ in the octahedral site.
This assignment favors the Cm′m′m′ model. However,
their conclusion is inconclusive due to their statement
that ”the conclusions drawn from this particular model
can be easily be applied to the Cmm′m′ model since the
F1 and Fe2 sublattices have similar topology”. Also, the
refined moment with both the model yield almost the
same moment.

In accordance with the reported ME data and the low
temperature NPD magnetic reflections, a magnetic struc-
ture was recently proposed [24] which only involved long
range magnetic ordering of Fe2o atoms. The magnetic
structure for Sr4Fe4O11 is given in Fig. 6. This magnetic
structure show the presence of strong AF Fe2o-O-Fe2o

superexchange interactions within the one dimensional
chains of vertex-linked Fe2oO6-octahedra along [010] (see
also Fig. 5). There are no direct Fe2o-O-Fe2o interactions
within the xz planes, whereas week Fe2o-O-O-Fe2o inter-
actions possibly occurs resulting the observed magnetic
ordering. Our calculations show that the apical oxygens
at both octahedral and square pyramid sites are posses
noticeable magnetic moment of around 0.13 µB . It is in-
teresting to note that, though the interatomic distance
between the apical oxygen and the Fe at the octahedral

sites is shorter than the distance between Fe and the oxy-
gen at the base, the apical oxygens have larger moment
indicate that the superexchange path is along the Fe and
apical oxygen (similar conclusion arrived also from the
orbital ordering analysis discussed above). This would
explain why we have AF exchange interaction between
Fe2o along [010].

Even though our calculation show 2.83 µB moment
at the Fe1s site, both NPD [15, 24] and ME measure-
ments [14, 21, 31] unable to show finite moment at that
site. Now we will try to understand the microscopic ori-
gin behind this observation. Each Fe1s is surrounded by
four nearest neighbors Fe2o atoms within the xz planes,
for which two of the resulting Fe1s-O3-Fe2o exchange in-
teractions are ferromagnetic and the remaining two are
AF. Hence, the magnetic moments of Fe1s site become
topologically frustrated within the G-AF Fe2o sublattice.
Hence, experimentally unable to find any long range or-
dering for the magnetic moments at the Fe1s atoms.

It is interesting to understand why Fe2o first ordered
antiferromagnetically instead of Fe1s. The angle between
Fe1s-O1-Fe1s is exactly 180o which will results antifer-
romagnetic superexchange interaction between the Fe1s

along [010] (i.e. the ’bow-ties’ placed in spaces between
every four octahedron chains running along the b axis will
have AF ordering). Compared with the value of magnetic
moment at the Fe2o site, the moment at the Fe1s site is
small and hence the exchange interaction between Fe2o

will be larger than that between Fe1s. Consistent with
this view point our calculated Lichtenstein’s exchange in-
teraction parameter (Jij) from TB-LMTO program be-
tween Fe2 is 56 meV and it is higher than that between
Fe1 (41 meV). Hence, Fe2o will prefer to order first.

Our total energy calculation show that among the con-
sidered magnetic configurations, the G-AF ordering is
found to be the ground state for Sr4Fe4O11. We have
made additional total energy calculations with the mag-
netic configuration where Fe1s is nonmagnetic (in order
to mimic some of the experimental interpretations) and
Fe2o with G-AF ordering. Interestingly we are able to
stabilize such configuration with good convergence. How-
ever, this solution is found to be 1.85 eV/f.u. higher
in energy than the ground state configuration. Hence,
theory rules out the possibility of having nonmagnetic
Fe1s in Sr4Fe4O11. In this system, owing to the compe-
tition between the ferromagnetic and antiferromagnetic
interactions in the Fe1s sublattice (i.e. Fe1s-O1-Fe1s is
superexchange AF interaction and Fe1s-O3-Fe2o is dou-
ble exchange ferromagnetic interaction) created frustra-
tion resulting non-observation of long range magnetic
ordering at Fe1s site. As a result, this compound can
be visualized as a ”phase separated” system with two
phases, one consists of G-AF ordered FeO6 octahedra in
a SrFeO3-like sublattice and the other consists of spin-
glass-like magnetically ordered FeO5 square pyramids in
a Sr2Fe2O5-like sublattice.

As a summary, the magnetic structure of Sr4Fe4O11

can be visualized as follows. Below the Neel tempera-
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ture of 230K, the Fe2 sublattice forms an antiferromag-
netic spin structure, with the coupling mediated by Fe2-
O2-Fe2 superexchange interactions parallel to the [010]
direction and Fe2-O3-O3-Fe2 super-superexchange inter-
actions within the xz-planes. Each Fe1 will then have
two Fe2 neighbors with “up” spin magnetic configura-
tion and two with “down” spin magnetic configuration.
Irrespective of whether the Fe1-O-Fe2 superexchange in-
teractions are F or AF, the Fe1 magnetic moments will
be topologically frustrated due to the opposite spin align-
ments of the nearest-neighbors Fe2 cations resulting no
long range order in reality.

B. Conclusions

The optimized structural parameters for Sr4Fe4O11 are
found to be in good agreement with the low temperature
NPD results. Though NPD and ME measurements un-
able to show magnetic moment at one of the Fe site, the
susceptibility study at FC and ZFC indicate the presence
of finite moment at both the Fe sites. Using accurate
density functional calculations we have shown that large
magnetic moments present at both the Fe sites. As our

calculation show large magnetic moment at the Fe1 site,
the non-observation of long range magnetic ordering in
Fe1 site is associated with the spin-glass-like behavior.
The origin for the magnetic frustration in Sr4Fe4O11 has
been analyzed. Among the experimentally reported dif-
ferent possibilities, the present calculation suggest that
Fe3+ are in the square pyramid site and Fe4+ are in the
octahedral site. The spin-state of Fe4+ can be assigned
as HS state and the calculated moment at the Fe3+ site is
higher than LS state and lower than HS state. Within the
experimentally suggested two magnetic structures based
on the Cmm′m′ and the Cm′m′m′ Shubnikov groups, we
confirmed that Cmm′m′ is more appropriate to describe
the magnetic structure. The unusual magnetic proper-
ties of Sr4Fe4O11 can be related to the crystal structure
and charge order of the Fe4+ and Fe3+ cations.
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